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• Wide baseline stereo hand-object reconstruction

• No depth sensors

• No handcrafted shape priors

• Trained entirely on synthetic hand-object data

• Integrated into a human-to-robot handover pipeline

• Predict hand and object shapes as a probability distribution over learned codebooks of discrete shape embeddings

• Combine shape predictions from both views as a single coherent reconstruction

• Remove outliers using segmentation masks by reprojecting predicted pointcloud to the image space
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Handover of household objects and containers

• Previous stereo method cannot detect non-container objects

• Depth-based method fails on transparent objects
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