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Chapter 1

INTRODUCTION

Object tracking is a challenging task widely investigated over years with both mil-

itaristic and civilian applications. Tracking is defined as the estimation of the dy-

namics of a moving object, or in other words as the reconstruction of the smooth

trajectories of the objects in a scene.

In the last two decades, computers and video cameras have become more and

more affordable and offering high computational performances. Mobile phones

have become more sophisticated and spread among people around the world. They

embed cameras that allow people to easily take several photos and videos and to

share them across Internet. These are great stimuli for the formulation of new

paradigms for the research in image and video processing and analysis. One of

the topics that has attracted a lot of attention is the reconstruction of object mo-

tion in videos, which aims at extracting the trajectories and following the motion

of different entities. Object tracking can be applied in various applications such

as human-computer interaction, human-robot interaction, traffic monitoring, au-

tomated surveillance, motion-based recognition, and it can involve tasks such as

gesture recognition or eye gaze tracking.

However, dealing with the motion of multiple objects in video sequences is still

an open problem, due to, for instance, the loss of information caused by projection

of the 3D world on a 2D image, object representation, feature selection, object de-



tection, data association, variable number of objects, noise in the image processing,

complex trajectories, object identification, illumination changes, and occlusions.

This master thesis describes the modelling and developing of a tracking algo-

rithm carried out within the PERCEPTION team at INRIA Rhône-Alpes in Greno-

ble.

PERCEPTION and VHIA The PERCEPTION team, directed by Dr. Radu Ho-

raud, is a research group which ”investigates and implements computational mod-

els for mapping images and sounds onto meaning and onto actions.”1 One of the

main research interests of the PERCEPTION group is defined by the VHIA2 (Vi-

sion and Hearing in Action) project (funded by the ERC):

“VHIA studies the fundamentals of audio-visual perception in the con-

text of human-robot interaction and its objective is to elaborate a

holistic computational paradigm of perception and of perception-action

loops. VHIA will launch and achieve a unique fine coupling between

methodological findings and proof-of-concept implementations using

the consumer humanoid NAO, manufactured in France3. The proposed

multi-modal approach is in strong contrast with current computational

paradigms that are based on uni-modal biological theories. VHIA bets

on the high-risk idea that in the next decades robot technology will

have a considerable social and economical impact and that there will

be millions of humanoids, in our homes, schools, and offices, which

will be able to naturally communicate with us.”

The Master Project The project stems from a preliminary work, consisting of

a method able to detect and localize objects on the basis of audio-visual informa-

tion [Alameda-Pineda et al., 2011], but it lacked of a way to link the sources over
1http://team.inria.fr/perception/
2http://team.inria.fr/perception/vhia
3http://www.aldebaran-robotics.com/fr
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time. The goal of the master project was to propose a new model able to combine

the clustering of visual observations with the tracking of localized sources. Thus,

we derived the associated Expectation-Maximization (EM) algorithm for a fixed

number of sources. The EM is an iterative algorithm consisting of two phases.

The resulting E step did not have closed-form solution. For the sake of saving

computing power, and since an approximation is required in any case, we chose to

factorize the E-step into two steps, using a variational approximation. The two sub-

steps are concerned with observation clustering, on one side, and object tracking,

on the other side. The latter is based on the forward-backward algorithm, which

allows to smooth the trajectories. The resulting M step, instead, maximizes the

log-likelihood, providing with the estimation of the model’s parameters.

Thus, the algorithm is tested on different scenarios by using both synthetic and

real-world data. While we generated the first ones, we took the second ones from

existing datasets and we had to annotate them in order to make appropriate evalua-

tions. The general task of object tracking is to estimate the motion of an object in a

certain area, but with multiple objects we need to deal with other issues, like occlu-

sion, object entering or exiting, and object-to-object association over time. In our

model, we assumed that the number of objects is known in advance and fixed over

time, thus the model does not work in scenarios in which the previous events occur,

but it is able to track objects in simple ones. An example is reported in Fig. 1.1 In

order to increase the robustness of the original algorithm, we added some exten-

sions to the initial model, such as outliers and velocity, and we made a comparison

among the different versions of the algorithm to verify the improvements.

To summarize, the main tasks in which I was involved during this master

project were: i) to derive and implement the EM algorithm of the proposed prob-

abilistic graphical model, ii) to test and evaluate it, iii) to extend it to improve the

performance and to deal with outliers, and iv) to annotate three real-word video

sequences for the evaluation.
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(a) (b)

(c) (d)

Figure 1.1: Example of results obtained with the method described in this thesis. The
person is represented by a colored elliptical which is the covariance matrix resulting from
clustering of observations, as well depicted here. We report some frames to show how the
resulting tracking fits the motion of the person.

Thesis organization Chapter 2 presents a brief survey on object tracking from

the definition of the general problem to the description of the most common tech-

niques. Chapter 3 describes the proposed probabilistic generative model and the

derived algorithm. Some extensions to improve the algorithm are also presented, as

well as an explanation of the initialization problem. Experiments using synthetic

and real-world data are reported in Chapter 4, making also a comparison among

the different versions of the algorithm. Finally, a discussion about limitations and

possible future work is presented in Chapter 5. In the Appendices the detailed

derivations of the associated EM algorithms can be found.
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Chapter 2

STATE OF THE ART

Here, we provide a briefly survey of the literature regarding object tracking and

data clustering, which are the tasks involved in the method that we will describe

later.

2.1 Object Tracking

Object tracking is a problem widely studied within the field of computer vision,

as it is the basis for models for human-computer interaction (HCI), motion-based

recognition, traffic monitoring, etc..[Yilmaz et al., 2006].

Generally and in a simple form, tracking can be defined as an estimation of

the path of an object within an area of interest due to its movements over time.

As reported in [Yilmaz et al., 2006], the aim of an object tracker is to retrieve the

trajectory of an object over time by locating its position in every frame of the video.

Besides, they defined an object as anything that is of interest for further analysis.

For instance, in the area of radar applications an object is referred as a target, and

as a source in the audio environment. So, we can find various definitions in the

literature that depend on the context. Nevertheless, we will use here all these terms

interchangeably together with the term ’object’.

Usually, in order to track an object, it is useful to represent it based on different



characteristics, like shape or appearance. Nevertheless, in this project we only

focused on information about object positions and same observations are generated

in order to not be meaningful in terms of characterization of a source. So, an

object will be described in simplest form as we can think: just as as single point.

Obviously, this point could be anything: the centroid of an object,the face of a

person or simply the lips of a face. However, the description of objects in terms of

more complex representation than a point could be issued in future works.

2.1.1 Visual Tracking

In the beginning, tracking was a problem addressed in military applications to dis-

cover and follow enemies with radars. This did not require advanced features to

represent the object and only position of a point was enough. Within the computer

vision field, instead, we can deal with images that provide much more information

and they often are referred to as visual tracking. Together with tracking, we need

to define the object representation, the features to extract and an algorithm for de-

tection. [Yilmaz et al., 2006] published a survey about object tracking, providing

many details and references, and we report here some concepts.

Object representation: an object can be represented through its shape or appear-

ance. In terms of shape, we can describe an object as a single point, multiple

points, a rectangular or elliptical patch, part-based multiple patches, skele-

ton, contour, control points on contour, and silhouette. In terms of appear-

ance, instead, we can use probability densities, templates, active models, or

multi-view models. The choice of which representation is to be used de-

pends on the application domain and the content of the image. For example,

if an object is very small in a certain frame, it could be more appropriate to

use a single point representation.

Feature selection: strictly linked to object representation, it is really important

because it allows to distinguish different objects in the feature space. For this

6



reason, the uniqueness of the visual feature is the most desirable property,

also for tracking algorithms. From images we can extract color information,

edges, optical flow, or textures. Many implementations have been proposed

on the basis of only one or a combination of these features. Besides, many

algorithms have been investigated in order to obtain an automatic feature

extraction.

Object detection: once the object representation and the features are selected, we

need a mechanism to detect objects either in every frame or when it appears

for the first time in the video. Methods can use the information available

either in a single frame or from a sequence of frames. The first approach

is the most common. We list, now, some common techniques, subdivided

into categories, always according to [Yilmaz et al., 2006]. Among point

detectors, Harris point [Harris and Stephens, 1988], Kanade-Lucas-Tomasi

features [Lucas and Kanade, 1981] and [Shi and Tomasi, 1994], and Scale

Invariant Feature Transform [Lowe, 2003] detectors are very well-known;

mean-shift was proposed in [Comaniciu and Meer, 1999] as a segmentation

technique; mixture of Gaussians [Stauffer and Grimson, 2000] is used to

model the background , and Support Vector Machines [Papageorgiou et al.,

1998] or Adaptive Boosting [Viola et al., 2003] are mechanisms to learn

discriminative object models (e.g. faces, pedestrians, ...) in a supervised

way.

2.1.2 The Tracking Model

Only after deciding the characteristics of an object and a method to detect it, we can

address the problem of tracking. Tracking has been investigating for a long time:

the most famous approach was proposed by Kalman in 1960 [Kalman, 1960]. The

easiest way to describe an object is to use a point and tracking can be modelled as

7



a system of equations from the physics:

xk = fk (xk−1, uk−1, vk−1)

zk = hk (xk, wk)

where {xk ∈ Rnx , k ∈ N} is the discrete or continuous time state sequence, fk is a

time dependent function, uk−1 is the (known) control input which is not necessarily

present, and {vk−1 ∈ Rnv , k ∈ N} is an independent and identically distributed

(i.i.d) process noise sequence, nx, nu, and nv are the dimensions of the state, input,

and process noise vectors respectively, and N is the set of natural numbers. zk is the

measurement at time k, {hk : Rnx×Rnw → Rnz} is again a function, {wk, k ∈ N}

is an i.i.d. measurement noise sequence, and nz and nw are the dimensions of the

measurement and measurement noise vectors zk and wk.

[Bishop, 2006] uses graphical models to represent this kind of system and the

state is described by a latent variable. The latter could be discrete or continuous.

While the model is indicated as a hidden Markov model (HMM) in the first case,

in the second case if both the latent variable and the observed variables are Gaus-

sian (with a linear-Gaussian dependence of the conditional distributions on their

parents), then it refers to the well-know linear dynamical system (LDS).

2.1.3 Kalman Filter

As we said before, in 1960, R.E. Kalman proposed a solution to the continuous-

linear (and extended to the discrete domain) filtering problem, which became very

famous due to its efficiency and simplicity [Kalman, 1960]. He derived a set of

recursive equations under some assumptions, that provides an optimal solution to

the Bayesian approach for the tracking problem. Under Gaussian and linearity as-

sumption, the general problem to solve is to estimate the state of a linear dynamical

system with the following equation:

xk = Axk−1 +Buk−1 + wk−1 (2.1)

8



with a measurement modelled as:

zk = Hxk + vk (2.2)

The random variables wk and vk follow a zero mean Gaussian distribution with

covariances that might change over time or with each measurement:

p (w) ∼ N (0, Q) (2.3)

p (v) ∼ N (0, R) (2.4)

They represent the process and measurement noise, respectively. The uk−1 variable

represents a control input signal, which is not always available or included in the

formula.

The algorithm of the Kalman filter is based on two recursive steps: the predic-

tion and the correction. The first one is responsible to make a forward projection

in time of the current state,x̂k|k−1, and error covariance estimates, Pk|k−1, which

will become a priori information for the next time step. The time update equations

are:

x̂k|k−1 = Ax̂k−1|k−1 (2.5)

Pk|k−1 = APk−1|k−1A
> +Q (2.6)

The second one, instead, makes a correction of the prediction based on the actual

measurement, providing a posteriori estimate (a noisy measurement, xk|k) which

will be the feedback for a new prediction. The matrix Kk is chosen to be the

gain that minimizes the a posteriori error covariance, Pk|k. The equations for the

measurement update are:

Kk = Pk|k−1H
>
k

(
HkPk|k−1H

>
k +R

)−1
(2.7)

xk|k = x̂k|k−1 +Kk

(
zk −Hkx̂k|k−1

)
(2.8)

Pk|k = (I −KkHk)Pk|k−1 (2.9)

Then, the cycle starts again as reported in Fig. 2.1.3.
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Kalman filter is a very powerful algorithm because it gives the optimal Bayesian

solution to the state estimation problem under linearity and Gaussian assumptions,

and it can estimate past, present, and even future states. A practical introduction

to the Kalman filter with many more details, such as description, derivation and

discussions can be found in [Welch and Bishop, 1995].

Figure 2.1: The Kalman filter cycle. The time update projects the current state estimate
ahead in time. The measurement update adjusts the projected estimate by an actual mea-
surement at that time. Equations are depicted as well. (This picture is similar to the one in
[Welch and Bishop, 1995])

2.1.4 Beyond the Kalman Filter

Before we briefly described the well-known Kalman filter, which is an optimal

solution to the Bayesian approach for the tracking problem and it is reliable and

efficient for many applications. However, it relies on some restrictive assumptions,

such as linearity, Gaussian and uni-modality, which does not always fit the prob-

lem that it is addressing. In the case that linearity property does not hold for the

process to be estimated, another version of the Kalman filter was proposed: the

Extended Kalman filter (EKF). It is based on a linearisation of the current mean

and covariance around the working point by means of the first-order Taylor Se-

ries expansion. A well-described explanation can be found in [Welch and Bishop,

10



1995]. Over the years, the EKF became a standard tool for the estimation of the

state and/or the parameters of a non-linear system; but, it has some drawbacks such

as the difficulty to implement, the difficulty to tune, and it is suitable only for some

systems, which can be linearised over time. In the latter, if the assumption of local

linearity is violated, it can produce highly unstable filters. Another approach was

proposed by [Julier and Uhlmann, 1997], called Unscented Kalman Filter (UKF),

in which the state distribution is represented but not restricted to a Gaussian Ran-

dom Variable (GRV) and it is specified by a minimal set of chosen sample points.

”These sample points capture the true mean and the true covariance of the GRV,

and when propagated through the true non-linear system, captures the posterior

mean and covariance accurately to the 3rd order Taylor series expansion for any

non-linearity” [Wan and Van Der Merwe, 2000]. The idea behind this algorithm

is based on a method for calculating the statistics of a random variable which un-

dergoes a non-linear transformation, called Unscented Transformation [Julier and

Uhlmann, 1997]. Nevertheless, some assumptions are still considered, such as

Gaussian probability density function and uni-modality of the distribution. There

are many problems and applications that cannot rely on them, so we need other

approaches for handling multivariate data and non-linear/non-Gaussian processes.

Particle filters are well-known techniques suitable for this kind of problem. ”The

key idea is to represent the required posterior density function by a set of random

samples with associated weights and to compute estimates based on these samples

and weights” [Arulampalam et al., 2002]. We do not go in detail about these con-

cepts here and we refer you to literature for futher information. A comparison of

the methods on the basis of the properties of the system is reported in Tab. 2.1.4.

11



KF EKF UKF PF

Gaussian X X X

Uni-modal X X X

Multi-modal X

Symmetric X X

Linearity X

Table 2.1: Qualitative comparison of the most common tracking techniques based on the
main properties of the system. KF: Kalman Filter; EKF: Extendend Kalman Filter; UKF:
Unscented Kalman Filter; PF: Particle Filter

2.2 Multiple-Target Tracking

Tracking has been a challenging problem for a long time and it has not been com-

pletely solved yet. In the beginning, the objective was to target a single object and

we explained the most famous algorithm, also known as Kalman filter, and some

other approaches. Because the tracking problem was initially issued for radar ap-

plications in the military field, an object was observed as a measurement detected

by a sensor and algorithms could work fine in scenarios with only the observation

available. When it began to use multi-sensors, new approaches able to distinguish

between noisy measurements, or clutter, and the object were developed. The com-

plexity of the problem increased when algorithms should take into account multiple

targets, especially in clutter environments.

Introducing clutter and multiple objects arose various issues to solve: determi-

nation of the number of sources, which could be time-varying, estimate the data

association among objects across consecutive time frames, and estimate the data

association between measurements generated from objects and false alarms. Deal-

ing with multiple objects means the number of sources over time is not fixed: one

or more object could appear or disappear in a considered region and sometimes

only for some period or for the whole period the algorithm is running. In computer

12



vision applications, there is also a special case, called occlusion, in which the ob-

ject is completely or partially not visible, but it is still present in the scene. This

phenomenon is due to the projection of the 3D real world in a 2D image, making a

loss of information.

As far as the data association is concerned, we will explain it in more detail

later, but we report here a common assumption which has been used in many track-

ing algorithms: one object can generate only one measurement per time and one

measurement is originated from only one source. Even though it is very common,

other algorithms started to rely on a different assumption: more measurements

could be associated to an object, talking of extended object in this case.

These are the major issues that a multiple object tracking algorithm try to ad-

dress, but the problem remains a big challenge. All algorithms proposed until now

partially solve the tracking problem, often because of the assumptions, and they

can be apply in specific contexts.

So, in this section we explain briefly the data association problem and we de-

scribe some well-know multiple-object tracking algorithms.

2.2.1 Data Association problem

One of the main problems that came up when people started dealing with the track-

ing of multiple objects was to determine a correspondence between the new mea-

surements available in the current time step and the predicted objects coming from

the previous instant. Since tracking is a technique widely used in different domains

and what has to be tracked is referred with different names, the same happens for

the correspondence problem as well. While it is called motion correspondence

in computer vision field, in radar application it is well-known as data association

problem. As it is well explained in [Cox, 1993], the data association is computed

between the prediction and the update stages in order to assign a measurement to

a tracker and to go on with the update. Even if it could firstly seem easy to solve,

it was and it is a hard problem due to many reasons and that let people to propose

13



several approaches in many years. In detail, ambiguities may arise when trackers

made their predictions and when measurements become available. For instance, it

cannot distinguish between an occlusion and an object disappearance when there

are no observations around the prediction done by a tracker; or, we cannot say if

unexpected measurements are either only false alarms or generated by a new ob-

ject appeared in the scene; or, if more than one measurement could be available for

each prediction, there is no information about which one may be correct and what

is the origin of the others. Finally, some measurements could be matched to more

than one single track, but this do not satisfy a general assumption in tracking which

states that a measurement originates from only one single source [Cox, 1993]. As

regards the data association, we do not enter in more detail and we suggest to have

a look at references. Now, we go on with the description of some algorithms.

2.2.2 Nearest Neighbour Standard Filter

The first straightforward solution to associate new measurements to tracks is to

select the closest one to the predicted measurement. This kind of approach relies

on the nearest neighbour search, which is an optimization problem for finding most

similar points, or also known as proximity. The latter is based on a dissimilarity

function that is defined as a distance metric. Some examples of distance metrics

could be the well-known Euclidean distance, the Mahalanobis distance, and others.

So, the choice of the closest point is carried out by minimizing the dissimilarity

function.

The Nearest Neighbour Standard filter (NNSF) is the implementation of the

described algorithm for tracking multiple objects, but it works only under some

assumptions. In general, the filter can track any number of targets, but this num-

ber should be known in advance and constant in time. The Mahalanobis distance

usually is chosen and is calculated as described in the following:

d2 = νTk S
−1
k νk

where Sk is the measurement prediction covariance matrix and ν is the innovation

14



(ẑk|k−1 − zn).

The main advantage is the low computational complexity, but different and

obvious problems can arise. First of all, the nearest neighbour is not always the

correct measurement, and then performances of the filter can rapidly degrade with

the increasing of mismatches. Another non-trivial problem is when a measure-

ment falls inside the gate of two or more tracks and some of them determine that

measurement to be the nearest neighbour to associate. The gate of a track corre-

sponds to an area around the prediction in which measurements could be validated

as possible candidates for the correct association.

If the constraint of one measurement to one target is imposed, one measurement

can not belong to two targets in the same time and a decision criterion has to be

chosen. Here, the Global Nearest Neighbour (GNN) is obtained. One way to over-

come the ambiguity problem is to choose the best combination among all possible

combinations inside the validation matrix. However, this solution could be feasi-

ble only when dealing with very few number of tracks and measurements, due to

the computational time (for instance, six or seven objects and/or six or seven mea-

surements are acceptable values to compute all combinations fast enough; higher

values could require the algorithm to work for some hours or even more).

2.2.3 Probabilistic Data Association Filter

According to [Cox, 1993], there is a class of suboptimal algorithms, which re-

quires to limit the ambiguity and the high computational problems of other algo-

rithms, such as the NNSF. The probabilistic data association filter (PDAF), is part

of this class and its main feature is to use weights of all measurements associated

to a track. These weights are the probabilities to associate each measurement to

a track. Indeed, this filter takes its name from the described property. In reality,

the PDAF is not a MTT technique, but it deals with only one track and multiple

measurements. Besides, it assumes a linear dynamical system, where both state

and measurement are modelled as normal distribution, and this allows to derive the
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well-known Kalman filter for the tracking algorithm. So, the PDAF considers the

existence of only a single target whose track has been initialized; it defines a valida-

tion region to select measurements taking into account; it computes the probabili-

ties corresponding to events that validated measurements are target-originated, and

a linear Kalman filter algorithm is applied to each of the validated measurements.

We refer to [Bar-Shalom and Fortmann, 1988] for more details and derivations.

2.2.4 Joint Probabilistic Data Association Filter

In realistic scenarios, having only one object to track is not so common, then the

joint probabilistic data association filter, (JPDAF), is a straightforward extension

of the PDAF. It takes into account a fixed number of targets in a clutter environ-

ment and it computes the measurement-to-target association as a joint probability

across targets. As an extension of PDAF, some assumptions are the same: the last

measurements are used and each object has its own linear dynamic and measure-

ment model. This means that linear Kalman filters can be used for tracking, and

data association is solved by the joint probabilities. Besides, keeping in mind the

basic assumption that each target can generate only one measurement, and each

measurement can only originate from one target, this constraint can reduce some

computations in the method. Again, details about this technique can be found in

[Bar-Shalom and Fortmann, 1988]. JPDAF have been widely used and many im-

provements and combination with other techniques have been proposed; however,

linearity and fixed number of objects are relevant limitations in many scenarios.

2.2.5 Multiple Hypothesis Filter

The multiple-hypothesis filter, (MHF), or also known as multiple-hypothesis tracker,

(MHT), is another algorithm proposed in [Reid, 1978]. The purpose is always to

track multiple targets in a cluttered environment, but now also to handle objects

that enter or exit in the field of view (FOV) or occlusions. The approach is an iter-

ative algorithm based on a set of feasible hypothesis that becomes a node at each
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iteration. Each hypothesis consists of a collection of disjoint tracks, and for each

of them a prediction of each object’s position in the next frame is made. When new

measurements become available in the next frame, an association between predic-

tion and actual measurements is computed on the basis of a distance measure, like

Mahalanobis distance. As [Cox, 1993] reports: ”each measurement may either (1)

belong to a previously known geometric feature or (2) be the start of a new geo-

metric feature or (3) be a false alarm, or (4) not belong to any geometric feature,

determining the deletion of the geometric feature”. All of these generate a set of

events that becomes a children hypothesis node in the tree, available for the next

iteration.

Because of hypothesis, this tracker postpones the data association decision, but

it can result in an exponentially growth of the hypothesis tree and in high com-

putational load. For this reason, different solutions were proposed: one is track

and hypothesis pruning [Reid, 1978], and the other is clustering [Blackman, 2004].

The first one is based on a combination of ”N-scan-back” algorithm and a sim-

ple lower limit probability threshold [Cox, 1993]. (Scan refers to military/radar

fields, and frames, instead, to videos). The second one aims at subdividing a set of

measurements in smaller sets, making the implementation more efficient.

2.2.6 Probabilistic MHT

[Streit and Luginbuhl, 1995] proposed a new algorithm that tried to solve the high

computational complexity problem of the standard MHT due to an hard-association

model which enumerates all possible associations between measurements and tar-

gets, and evaluate which is the best.

The main idea was to modify the measurement model relying on a probabilis-

tic approach, in which the assignment is provided by a discrete random variable.

This changed the assignment from ”hard” to ”soft” because of probabilities behind

the discrete random variables. Besides, the joint estimation of target states and as-

signment probabilities was carried out by means of an Expectation-Maximization
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algorithm. Other techniques, such as JPDAF, Maximum Likelihood Data Associ-

ation, Gaussian Sum Tracking Filters and Centroid Group Tracking, which faced

similar approaches, were compared with PMHT in the report itself.

In [Willett et al., 1995], Willet and Rago analysed the performance of the

PMHT compared with the one of the JPDAF in details, while in [Willett et al.,

2002] issues, problems and solutions related to PMHT were discussed, always

comparing with PDAF. In particular, ten different implementations were analysed

underlying weaknesses and strengths for each of them. In the end, they stated the

superiority of PMHT with respect to PDAF was not shown, and the preference of

one of the two depends on the environment situation: while PMHT could fit better

if it is benign and a track is unlikely to be lost, otherwise PDAF could be applied

when lost tracks are more relevant.

2.2.7 Probabilistic Hypothesis Density Filter

Until the beginning of 2000s, most of proposed techniques tried to use an explicit

association between measurements and targets in order to solve the multiple-target

tracking problem. But, even if many improvements and alternatives have been

proposed, this explicit association involves a combinatorial problem which results

in high computational load; besides, these technique cannot deal with the vary-

ing number of targets. However, different approaches such as random finite sets

(RFS) or symmetric measurement equations became relevant from 2000s, because

they rely on formulations which avoid explicit associations. Especially, the RFS

approach was very interesting due to its formulations of collection of individual

targets and of individual of observations as set-valued state and set-valued observa-

tion, respectively. This allowed to take the problem back into a Bayesian filtering

framework, generating novel and promising filters such as multiple-target Bayes

filter and the probability hypothesis density filter (PHD).

The latter was investigated and proposed by Mahler in 2002. His purpose was

to formulate a recursion in the multiple-target domain which emulates the propa-
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gation of the first moment of the single-target state in the Kalman filter equations

and it alleviates the computational intractability in the multiple target Bayes filter

as well. So, he came up with a solution that propagates the first-order statistical

moment, or intensity, of the RFS of states in time, avoiding so the combinatorial

problem of the techniques based on an explicit data-association strategy. Nev-

ertheless, even if this recursion has not closed-form solution due to the multiple

integrals involved, because of its attractive features many implementations, solu-

tions and improvements have been proposed in the years. For example, Sidenbladh

implemented a PHD based method using particle filters, Lin et al. added a track

labelling, and Vo et al. proposed an implementation based on Sequential Monte

Carlo methods.

Meanwhile, Mahler investigated and proposed an improvement which propa-

gates both the first-order statistics in the state of targets and the entire probability

distribution on the number of targets, called cardinality distribution. In this case,

the recursion is referred as cardinalized PHD (CPHD). Again, many implementa-

tions and improvements have been investigated based on it.

2.2.8 The Gaussian Mixture Probability Hypothesis Density Filter

Among all implementations regarding the PHD filter, a noteworthy one is the Vo

and Ma’s Gaussian Mixture PHD. They showed that under linear and Gaussian

assumptions and when the initial prior intensity of the RFS of targets is a Gaussian

mixture, then the posterior intensity as well is a Gaussian mixture at any time.

What is relevant is they derived a closed-form recursion for the weights, means

and covariances of the constituent Gaussian components of the posterior intensity.

They also handled the issue of the growing number of components by using a

pruning method. Finally, similarly to implementations of Kalman filter under less

constraint assumptions, such as the Extended Kalman Filter and the Unscented

Kalman Filter, they derived formulas for an Extended Kalman PHD filter and an

Unscented Kalman PHD filter. According to them, these implementations could be
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good candidates in highly non-linear and non Gaussian models.

2.3 Clustering

In the beginning of the chapter we explained how to represent an object and a way

to do it is by means of multiple points. When dealing with multiple objects, it

could be useful to associate points to proper objects and statistical analysis like

clustering can be applied to solve this task. Precisely, clustering is the task of

grouping a set of data (objects, measurements,...) in such a way that they belong

to the same group, or cluster, on the basis of some similarity properties. Many

algorithms have been proposed and implemented in different fields such as pattern

recognition, machine learning, image analysis, and information retrieval. A precise

definition of ”cluster” cannot be found and this is the reason why there are so many

algorithms. There is a wide literature about clustering, but here we want to focus

and present briefly two very famous algorithms: k-means and Gaussian mixture

model.

2.3.1 K-means Algorithm

The K-means algorithm is a non-probabilistic technique which partitions a set of

data points into K groups, where K is usually given, on the basis of the squared

Euclidean distance as a measure of dissimilarity between a data point and a proto-

type vector, which could be the center of a cluster. In detail, we can think to have

a data set {x1, ...,xN} consisting of N observations of a random D-dimensional

Euclidean variable x, and to find an assignment of these data points to clusters in

order to minimize the objective function above-mentioned and given by:

J =

N∑
n=1

K∑
k=1

rnk||xn − µk||2 (2.10)

rnk is a binary indicator variable that assigns every data point uniquely to one, and

only one, of the clusters, making an ’hard’ assignment. The goal of the k-means
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algorithm is to find values for {rnk} and the {µk} in order to minimize the ob-

jective function, and this is carried out through an iterative procedure, well-known

as Expectation-Maximization algorithm, in which each iteration consists of two

stages to minimize J with respect to each variable, keeping the other fixed. This

procedure is repeated until the convergence of the algorithms is reached or a fixed

number of iterations exceeds. This algorithm is widely used for many applications,

such as for instance image segmentation and compression or as initialization in

Gaussian mixture models. However, there are some limitations like the used mea-

sure, that is the nearest cluster, is the most appropriate as hard assignment. Besides,

the basic algorithm is not so fast and different improvements have been proposed.

K-medoids is a variant which is based on a more general dissimilarity measure.

More details and references are given in [Bishop, 2006].

2.3.2 Gaussian Mixture Model

Another way to cluster a set of data points is by means of mixture of Gaussians,

which is simply a linear superposition of Gaussian components and it is well ex-

plained in [Bishop, 2006] in terms of graphical probabilistic models. Since the

formulation for the Gaussian mixture distribution is:

p(x) =

K∑
k=1

πkN (x|µk,Σk) (2.11)

we can introduce a K-dimensional binary discrete latent variable z, which deter-

mines a 1-of-K scheme and each element is equal to 1 or 0, respecting the constraint

that the sum of vector is still one. Thanks to this hidden variable, it is possible to

derive equivalent formulations which allow to deal with a joint distribution between

the observation and the latent variable p (x, z), instead of only the the marginal dis-

tribution p (x). Besides, it is possible to define the conditional probability p (z|x),

which leads to derive the responsibilities by using Bayes’ theorem. In reality, this

corresponds to the first phase of the expectation-maximization algorithm which is

derived from the previous definitions and formulations. “The EM algorithm is an
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elegant and powerful method for finding maximum likelihood solutions for models

with latent variables.” Mixture of Gaussians with an hidden variable relies within

the maximum likelihood framework and there is a maximization problem due to

the presence of a summation over k inside the logarithm. Moreover, the presence

of singularities could bring to collapsing problem of a Gaussian component, and it

is worth dealing properly with it as well. EM algorithm is an approach that allows

to maximize the likelihood function with respect to the parameters in an iteratively

way until a convergence criterion is reached. After an initialization of parameters,

which are the means µk, covariances Σk and mixing coefficient πk, and that could

be done with a K-means algorithm, firstly the responsibilities are evaluated by us-

ing the current parameters values, and then all parameters are estimated again using

the current responsibilities and keeping all other parameters fixed a turn. At each

iteration, the log likelihood is evaluated and the convergence of either the param-

eters or the log likelihood is verified. The EM algorithm requires more iterations

to reach convergence and more computations as well with respect to the K-means

algorithm, but due to the probabilistic framework , it makes a ’soft’ assignment, re-

flecting better the level of uncertainty in the assignment itself, and it can deal with

outliers as well, with a proper formulation. However, there are some limitations:

it must avoid singularities of the likelihood function otherwise a Gaussian compo-

nent can collapse onto a particular data point; and it does not guarantee to converge

global maxima of the log likelihood function, since multiple local maxima exist.

2.4 Group Tracking

A particular problem is to track an extended object or a group of objects. In this

case, either many measurements belong to the same object or some objects are

moving together, so measurements can refer to this group as a single object. For

instance, an aircraft team consists of a certain amount of military planes that move

together in the sky; generated measurements seem to belong to the same object,
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even if it is not so, and you can treat the group as a single entity. Often, a way to

deal with a set of measurements that belong to the same entity (object/group) is

clustering. So, group tracking is simply a combination of clustering and tracking,

and the latter uses results from the first one as measurements. Example of group

tracking are: [Clark and Godsill, 2007], [Ishiguro et al., 2008], [Pece, 2002], and

[Feldmann et al., 2011].
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Chapter 3

PROBABILISTIC TRACKING

MODEL

3.1 Modelling Objects’ Positions

The main objective of the work is to estimate the track of some sources which gen-

erate multiple measurements at each instant time. We want to describe the previous

statement on the basis of a probabilistic graphical model, as shown in Fig. 3.1. The

number of sources is denoted by N and it assumed to be known in advance and

constant for the moment. Besides, it is considered a temporal window of length T .

The number of observations, instead, depends on time, and it is denoted by Kt.

Zk fk P

π Σ ν,Ω,Λ

Kt

Figure 3.1: The graphical model to solve.

Sources’ Position P t,n is an hidden and temporal variable which denotes the po-

sition of the nth source at time t. Each source is supposed to follow a zero-



order Gaussian model. Indeed:

P t,n|P t−1,n ∼ N (P t,n;P t−1,n,Λn) .

Since a temporal variable has an initial point, we report its initial model here:

P 1,n ∼ N (P 1,n;νn,Ωn)

The temporal order of the variable P is represented in Fig. 3.2

Assignment Z denotes an hidden variable that assigns each observation ft,k at

time t to sources. The number of assignment variables at time t corresponds

to the number of observations in that time. Each assignment variable follows

a multinomial distribution:

Ztk ∼M (Ztk;N,πt) .

Observations f t,k Each observation at time t follows a normal distribution:

f tk|Ztk = n,P t ∼ N (f tk;P tn,Σt,n) .

In the end, the set of all model’s parameters, which will be estimated, is:

θ = {νn,Ωn,Λn}Nn=1︸ ︷︷ ︸
θP

∪{πt}Tt=1︸ ︷︷ ︸
θπ

∪{Σtn}T,Nt,n=1︸ ︷︷ ︸
θf

f t,kf t−1,k

P tP t−1

Figure 3.2: The temporally linked sources based on positions.
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3.1.1 The Expectation-Maximization algorithm

Starting from the above described graphical model, we can derive the well-known

iterative Expectation-Maximization algorithm in order to solve the problem.

The Q function First of all, we write the expected complete-data log-likelihood:

Q
(
θ, θ(r)

)
= Ep(Z,P |f ,θ(r)) {ln p (Z,P ,f |θ)} . (3.1)

where we compute p
(
Z,P |f , θ(r)

)
during the E step, and during the M step, in-

stead, we compute:

θ(r+1) = arg max
θ
Q
(
θ, θ(r)

)
.

Since the EM algorithm is iterative, θ(r) corresponds to the model’s parameters

previously estimated.

3.1.1.1 Expectation step

The Variational Approach We can notice that the E step of this graphical model

has not a computationally tractable closed-form solution. Indeed, the assignment

variable makes the E step combinatorial, and therefore computationally too expen-

sive. To overcome the problem, we use the variational approach with the following

factorization:

q (Z,P ) ∝
T,Kt∏
t,k=1

q (Zt,k)

N∏
n=1

q (P n) (3.2)

by using the exponential family as approximation:

q (Ztk) = exp
(

Eq(P ,Z\Zt,k)

{
ln p

(
f t,k, Zt,k,P t|θ(r)

)})
, ∀t, k, (3.3)

q (P n) = exp
(

Eq(P 1:n:N )q(Z)

{
ln p

(
f , Z,P |θ(r)

)})
, ∀n. (3.4)

From here, some formulas and derivations are reported to explain the algorithm

in detail. We do not enter in the complete derivation of each of them, but they can

be found in appendix A.
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E-Z step We analyse the two terms of the factorization. The first one, q (Zt,k),

will be denote as E-Z step and its computation leads to the following result:

η
(r+1)
tkn ∝ πtn exp

(
− ln

∣∣∣Σ(r)
tn

∣∣∣ 12 − 1

2
tr
((

Σ
(r)
tn

)−1(
Ψ

(r)
tn + µ

(r)
tn

(
µ
(r)
tn

)>))
−1

2

(
f tk − 2µ

(r)
tn

)> (
Σ

(r)
tn

)−1
f tk

)
. (3.5)

E-S step The computation of the second term, q(P n), and denoted as E-S step,

provides the following result:

q (P n) ∝ N
(
P 1n;ν(r)n ,Ω(r)

n

) T∏
t=2

N
(
P tn;P t−1n,Λ

(r)
n

)
T∏
t=1

N
(
P tn;µ

ι(r+1)
tn ,Ψ

ι(r+1)
tn

)
. (3.6)

So, we can state that q(P n) is a multivariate normal. Therefore, we want to com-

pute q(P tn) due to the temporal order of the variable. However, it is not obvious

to extract it from the above result. Direct marginalization will naturally lead to

forward-backward recursions. Indeed, the marginalization of (3.6) can be writ-

ten as a product of two marginalizations representing the past and the future with

respect to q(P n):

q(P tn) ∝
∫
N
(
P 1n;ν(r)n ,Ω(r)

n

) t∏
s=2

N
(
P sn;P s−1n,Λ

(r)
n

)
t∏

s=1

N
(
P sn;µι(r+1)

sn ,Ψι(r+1)
sn

)
dP 1:t−1n × (3.7)

∫ T∏
s=t+1

N
(
P sn;P s−1n,Λ

(r)
n

)
T∏

s=t+1

N
(
P sn;µι(r+1)

sn ,Ψι(r+1)
sn

)
dP t+1:Tn (3.8)

The quantity on (3.7) will be denoted φ (P tn) and the one on (3.8), β (P tn). With

this notation we can get forward-backward recursions for φ and β:
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φ (P tn) = N
(
P tn;µ

ι(r+1)
tn ,Ψ

ι(r+1)
tn

)∫
φ (P t−1n)

N
(
P tn;P t−1n,Λ

(r)
n

)
dP t−1n (3.9)

β (P tn) =

∫
β (P t+1n)N

(
P t+1n;P tn,Λ

(r)
n

)
N
(
P t+1n;µ

ι(r+1)
t+1n ,Ψ

ι(r+1)
t+1n

)
dP t+1n (3.10)

By combining the forward and backward recursions we get:

q (P tn) ∝ φ (P tn)β (P tn)

∝ N
(
P tn;µ

φ(r+1)
tn ,Ψ

φ(r+1)
tn

)
N
(
P tn;µ

β(r+1)
tn ,Ψ

β(r+1)
tn

)
which leads to:

q (P tn) = N
(
P tn;µ

(r+1)
tn ,Ψ

(r+1)
tn

)
(3.11)

with(
Ψ

(r+1)
tn

)−1
=
(
Ψ
β(r+1)
tn

)−1
+
(
Ψ
φ(r+1)
tn

)−1
(3.12)

µ
(r+1)
tn = Ψ

(r+1)
tn

((
Ψ
β(r+1)
tn

)−1
µ
β(r+1)
tn +

(
Ψ
φ(r+1)
tn

)−1
µ
φ(r+1)
tn

)
(3.13)

The coupled joint distribution When dealing with the M step, we will need the

distribution q (P tn,P t−1n) for the estimation of Λn. If we marginalize (3.6) with

respect to all variables except P tn and P t−1n, we obtain the well-known formula:

q (P tn,P t−1n) ∝ φ (P t−1n) ι (P tn)T (P tn,P t−1n)β (P tn)

∝ N
(
P t−1n;µ

φ(r+1)
t−1n ,Ψ

φ(r+1)
t−1n

)
N
(
P tn;µ

ι(r+1)
tn ,Ψ

ι(r+1)
tn

)
N
(
P tn;P t−1n,Λ

(r)
n

)
N
(
P tn;µ

β(r+1)
tn ,Ψ

β(r+1)
tn

)
∝ N

(
P tn,P t−1n;µ

ζ(r+1)

tn ,Ψ
ζ(r+1)

tn

)
(3.14)

with

Ψ
ζ(r+1)
tn =

 (
Ψ
ι(r+1)
tn

)−1
+
(
Λ

(r)
n

)−1
+
(
Ψ
β(r+1)
tn

)−1
−
(
Λ

(r)
n

)−1
−
(
Λ

(r)
n

)−1 (
Ψ
φ(r)
t−1n

)−1
+
(
Λ

(r)
n

)−1
−1

(3.15)
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µ
ζ(r+1)
tn = Ψ

ζ(r+1)
tn

 (
Ψ
β(r+1)
tn

)−1
µ
β(r+1)
tn +

(
Ψ
ι(r+1)
tn

)−1
µ
ι(r+1)
tn(

Ψ
φ(r+1)
t−1n

)−1
µ
φ(r+1)
t−1n

 (3.16)

3.1.1.2 Maximization step

In the Maximization step, we have to evaluate the new model parameters from 3.1:

θ(r+1) = arg max
θ
Q
(
θ, θ(r)

)
.

Again, all derivations can be found in appendix A as in the previous step.

If we develop 3.1, we obtain

Q
(
θ, θ(r)

)
=

T,Kt∑
t,k=1

Eq(Ztk) {ln p (Ztk|θ)}+ Eq(Ztk)q(P t) {ln p (f tk|Ztk,P t, θ)}

+
N∑
n=1

[
T∑
t=2

Eq(P tn,P t−1n) {ln p (P t−1n|P tn, θ)}+ Eq(P 1n) {ln p (P 1n|θ)}

]

As we can see in the above formula, there are four terms. Each of them depends

on different parameters and as we know when taking the derivative with respect to

one of parameters all others become zero, we can skip them.

The parameter π

πtn =

Kt∑
k=1

η
Z(r+1)

tkn

Kt
(3.17)

The parameter Σ

Σ
(r+1)

tn = Ψtn +

Kt∑
k=1

ηktn (µtn − f tk) (µtn − f tk)
>

Kt∑
k=1

ηktn

(3.18)

The parameters Λ

Λ(r+1)
n =

1

T − 1

T∑
t=2

E(r+1)
tn . (3.19)
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where E(r+1)
tn is the energy matrix, which comes from the coupled joint dis-

tribution q (P tn,P t−1n) and has the following expression:

E(r+1)
tn =

(
Ψ
ζ(r+1)
tn

)
11

+
(
µ
ζ(r+1)
tn

)
1

(
µ
ζ(r+1)
tn

)>
1

+
(
Ψ
ζ(r+1)
tn

)
22

+
(
µ
ζ(r+1)
tn

)
2

(
µ
ζ(r+1)
tn

)>
2
−
(
Ψ
ζ(r+1)
tn

)
12
−
(
µ
ζ(r+1)
tn

)
1

(
µ
ζ(r+1)
tn

)>
2

−
(
Ψ
ζ(r+1)
tn

)
21
−
(
µ
ζ(r+1)
tn

)
2

(
µ
ζ(r+1)
tn

)>
1

The parameter ν

νn = µ
(r+1)
1n (3.20)

The parameter Ω

Ωn = Ψ
(r+1)
1n (3.21)
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After having dealt with the initial graphical model, we now want to make some

extensions, such as solve the outliers/clutter problem, and add velocity for smooth-

ness of trajectories.

3.2 Clutter Model

In this section, we present the adding of clutter to make the model more realistic.

Clutter is everything that looks like observations, but it is not generated by an

object. So, it refers to all spurious observations and we assumed that it follows an

uniform distribution.

Observations Differently from the previous assumption, now:

F tk|Ztk = n,P t ∼

 N (F tk;P tn,Σn) if n ≤ N

U (F tk;A) if n = N + 1

where A is the area taken into account, with width and height fixed.

Assignment variables In this case clutter is consider as generated from another

source and Ztk still follows a multinomial:

Ztk ∼M (Ztk;N + 1,πt) .

As far as the Expectation-Maximization algorithm is concerned, the derived for-

mulas remain almost the same, except for the E-Z step and the π parameter in the

M step. All others are indirectly affected from the previous ones.

E-Z step

η
(r+1)
tkn ∝


πtn exp

[
− ln

∣∣∣Σ(r)
tn

∣∣∣ 12 − 1
2 tr
((

Σ
(r)
tn

)−1(
Ψ

(r)
tn + µ

(r)
tn

(
µ
(r)
tn

)>))
−

1
2

(
f tk − 2µ

(r)
tn

)> (
Σ

(r)
tn

)−1
f tk

]
if n ≤ N

πtn
1
|A| if n = N + 1

(3.22)
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where |A| is the area taken into account. In the the Maximization step, the expected

complete-data log likelihood function and factorization done are not affected by the

adding of the clutter, except for the parameter π which now takes into account the

extra class. However, the final formula of the parameter is the same.

3.3 Modelling Objects’ Velocities

In tracking it is common to take velocity into account for the state in order to have

a more accurate estimation of the trajectories. Here we extend the model with a

further hidden variable related to the velocity as shown in Fig. 3.3.

Zk fk P V

π Σ νP ,ΩP ,ΛS νV ,ΩV ,ΛV

Kt

Figure 3.3: The extended graphical model to solve with the velocity hidden variable.

In this case, source positions at each time step do not depend only on the pre-

vious positions, but now also on the velocity in the current time, as reported in

Fig. 3.4.

Sources P tn denotes the position of the nth source at time t. Each source is

supposed to follow a zero-order Gaussian model as in the initial graphical

model. However, the mean takes current velocity into account as well, here.

Moreover, V tn denotes the velocity of the nth source at time t and again,

each source is supposed to follow a first-order Gaussian model.

P tn|P t−1n ∼ N
(
P tn;P t−1n + V tn,Λ

S
n

)
V tn|V t−1n ∼ N

(
V tn;V t−1n,Λ

V
n

)
These two formulas can be combined in order to deal with only one Gaus-

sian:
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P tP t−1

V tV t−1

Figure 3.4: The temporally linked sources based on positions and velocities.

 P tn

V tn

∣∣∣∣∣
 P t−1n

V t−1n

 ∼ N
 P tn

V tn

 ; A

 P t−1n

V t−1n

 ,Λ


with

Λ−1 =

 Λ−1P −Λ−1P
−Λ−1P Λ−1P + Λ−1V

 and A = Λ

 Λ−1P 0

−Λ−1P Λ−1V


In appendix D, we proof that Λ is invertible and this let us show:

A =

ΛP + ΛV ΛV

ΛV ΛV

 Λ−1P 0

−Λ−1P Λ−1V

 =

I I

0 I


So, we can notice that A is fixed and we do not need to estimate it.

In all the set of parameters is:

θ =
{
νVn ,Ω

V
n ,Λ

V
n

}N
n=1︸ ︷︷ ︸

θV

∪
{
νPn ,Ω

P
n ,Λ

P
n

}N
n=1︸ ︷︷ ︸

θP

∪{πt}Tt=1︸ ︷︷ ︸
θπ

∪{Σtn}T,Nt,n=1︸ ︷︷ ︸
θf

3.3.1 EM Algorithm Revisited

TheQ function First of all, we write the expected complete-data log-likelihood:

Q
(
θ, θ(r)

)
= Ep(Z,P ,V |f ,θ(r)) {ln p (Z,P ,V ,f |θ)} . (3.23)
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where we compute p
(
Z,P ,V |f , θ(r)

)
during the E step, and during the M step,instead,

we compute:

θ(r+1) = arg max
θ
Q
(
θ, θ(r)

)
.

The Variational Approach Again, as we saw previously, we can notice that the

E step of this graphical model has not a computationally tractable closed-form

solution and we can use the variational approach to overcome the problem. Now,

the factorization is:

q (Z,P ,V ) =

T,Kt∏
t,k=1

q (Ztk)

N∏
n=1

q (P n,V n) (3.24)

by using the exponential family as approximation:

q (Ztk) ∝ exp
(

Eq(P t,V t)

{
ln p

(
f tk, Ztk,P t,V t|θ(r)

)})
, ∀t, k, (3.25)

q (P n,V n) ∝ exp
(

Eq(P 1:n:N ,V 1:n:N )q(Z)

{
ln p

(
f , Z,P ,V |θ(r)

)})
, ∀n.

(3.26)

3.3.1.1 Expectation Step

E-Z step As far as concerned the E-Z step with respect to the first term in the

variational, the probability inside the logarithm does not depend on V n and so the

result is the same as we saw in the beginning 3.5.

E-S step The derivation of all formulas in this phase follows the same way we

did for the model without velocity. So, for the details, see appendix. Here, we

report what is worthy. First of all, we can write the second term in the variational

in the following way:

q (P n,V n) ∝ p
(
V n|θ(r)

)
p
(
P n|V n, θ

(r)
)
×

exp
(

Eq(P 1:n:N ,V 1:n:N )q(Z)

{
ln p

(
f |Z,P , θ(r)

)})
(3.27)
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As regards the first two probabilities in (3.27), we can make some considera-

tions:

p
(
V n|θ(r)

)
∼ N

(
V 1n;νV

(r)

n ,ΩV (r)

n

) T∏
t=2

N
(
V tn;V t−1n,Λ

V (r)

n

)
p
(
P n|V n, θ

(r)
)
∼ N

(
P 1n;νP

(r)

n + V 1n,Ω
P (r)

n

) T∏
t=2

N
(
P tn;P t−1n + V tn,Λ

P (r)

n

)
∼ N

(
P 1n;νP

(r)

n ,ΩP (r)

n

) T∏
t=2

N
(
P tn;P t−1n + V tn,Λ

P (r)

n

)
We can consider initialization independent for both positions and velocities, and

this is the reason why we ignore the dependence on V for the first time step in the

above formula. Besides, we can combine for convenience the two above probabil-

ities in the following one:

p
(
P n,V n|θ(r)

)
∼ N

 P 1n

V 1n

 ;ν
(r)

n ,Ω
(r)

n


T∏
t=2

N

 P tn

V tn

 ; A

 P t−1n

V t−1n

 ,Λ

 (3.28)

with

ν
(r)

n =

 νP
(r)

n

νV
(r)

n

 and Ω
(r)

n =

ΩP (r)

n 0

0 ΩV (r)

n



From here, we denote

 P tn

V tn

 with Stn.

So, similarly to the initial model:

q (Sn) ∝ N
(
S1,n;ν

(r)

n ,Ω
(r)

n

) T∏
t=2

N (St,n; ASt−1,n,Λ) ∗

∗
T∏
t=1

N
(
St,n;µ

ι(r+1)
t,n ,Ψ

ι(r+1)
t,n

)
(3.29)
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with

(
Ψ
ι(r+1)
t,n

)−1
=

 (∑Kt
k=1 η

(r+1)
t,k,n

)(
Σ

(r)
t,n

)−1
0

0 0



µ
ι(r+1)
t,n =



Kt∑
k=1

η
(r+1)
t,k,n f t,k

Kt∑
k=1

η
(r+1)
t,k,n

?


.

Since we have no knowledge about velocity, we want zero value in the precision

matrix and this results in infinity values into Ψ
ι(r+1)
t,n , which is a block matrix (see

[Petersen and Pedersen, 2012]). Due to zero values in precision matrix, we can

assign every values to the block referring to velocity in µι(r+1)
t,n . At the light of this

result, we are certain that q(Sn) is a multivariate normal. Because of the temporal

term, it is not obvious to extract q(St,n) from here. Direct marginalization will

naturally lead to forward-backward recursions. Indeed, the marginalization of 3.29

can be written as a product of two marginalizations representing the past and the

future with respect to St,n:

q (Sn) ∝
∫
N
(
S1,n;ν

(r)

n ,Ω
(r)

n

) t∏
s=2

N (St,n; ASs−1,n,Λ) ∗

∗
t∏

s=1

N
(
St,n;µι(r+1)

s,n ,Ψι(r+1)
s,n

)
dS1:t−1,n ∗ (3.30)

∗
∫ T∏

s=t+1

N (Ss,n; ASs−1,n,Λ) ∗

∗
T∏

s=t+1

N
(
Ss,n;µι(r+1)

s,n ,Ψι(r+1)
s,n

)
dSt+1:t,n (3.31)

The quantity on (3.30) will be denoted φ (St,n) and the one on (3.31), β (St,n).
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With this notation we can get forward-backward recursions for φ and β:

φ (St,n) = N
(
St,n;µ

ι(r+1)
t,n ,Ψ

ι(r+1)
t,n

)∫
φ (St−1,n) ∗

∗N (St,n; ASt−1,n,Λ) dSt−1,n (3.32)

β (St,n) =

∫
β (St+1,n)N (St+1,n; ASt,n,Λ) ∗

∗N
(
St+1,n;µ

ι(r+1)
t+1,n ,Ψ

ι(r+1)
t+1,n

)
dSt+1,n (3.33)

By combining the forward and backward recursions we get:

q (St,n) ∝ φ (St,n)β (St,n)

∝ N
(
St,n;µ

φ(r+1)
t,n ,Ψ

φ(r+1)
t,n

)
N
(
St,n;µ

β(r+1)
t,n ,Ψ

β(r+1)
t,n

)
which leads to:

q (St,n) = N
(
St,n;µ

(r+1)
t,n ,Ψ

(r+1)
t,n

)
(3.34)

with (
Ψ

(r+1)
t,n

)−1
=
(
Ψ
β(r+1)
t,n

)−1
+
(
Ψ
φ(r+1)
t,n

)−1
(3.35)

µ
(r+1)
t,n = Ψ

(r+1)
t,n

((
Ψ
β(r+1)
t,n

)−1
µ
β(r+1)
t,n +

(
Ψ
φ(r+1)
t,n

)−1
µ
φ(r+1)
t,n

)
(3.36)

For the complete derivation of forward and backward recursions, see appendix C.

The coupled joint distribution When dealing with the M step, we will need the

distribution q (St,n,St−1,n) for the estimation of Λn. If we marginalize (3.29)

with respect to all variables except St,n and St−1,n, we obtain the well-known

formula:

q (St,n,St−1,n) ∝ φ (St−1,n) ι (St,n)T (St,n,St−1,n)β (St,n)

∝ N
(
St−1,n;µ

φ(r+1)
t−1,n ,Ψ

φ(r+1)
t−1,n

)
N
(
St,n;µ

ι(r+1)
t,n ,Ψ

ι(r+1)
t,n

)
∗

∗N
(
St,n; ASt−1,n,Λ(r)

n

)
N
(
St,n;µ

β(r+1)
t,n ,Ψ

β(r+1)
t,n

)
.(3.37)

where, the covariance is:

Ψ
ζ(r+1)
t,n =


(
Ψ
ζ(r+1)
t,n

)
11

(
Ψ
ζ(r+1)
t,n

)
12(

Ψ
ζ(r+1)
t,n

)
21

(
Ψ
ζ(r+1)
t,n

)
22


−1

(3.38)
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with (
Ψ
ζ(r+1)
t,n

)
11

=
(
Ψ
ι(r+1)
t,n

)−1
+
(
Λ(r)
n

)−1
+
(
Ψ
β(r+1)
t,n

)−1
(
Ψ
ζ(r+1)
t,n

)
12

= −
(
Λ(r)
n

)−1
A(

Ψ
ζ(r+1)
t,n

)
21

= −
(
Λ(r)
n

)−1
A(

Ψ
ζ(r+1)
t,n

)
22

=
(
Ψ
φ(r)
t−1,n

)−1
+ A>

(
Λ(r)
n

)−1
A

and the mean is:

µ
ζ(r+1)
t,n = Ψ

ζ(r+1)
t,n

 (
Ψ
β(r+1)
t,n

)−1
µ
β(r+1)
t,n +

(
Ψ
ι(r+1)
t,n

)−1
µ
ι(r+1)
t,n(

Ψ
φ(r+1)
t−1,n

)−1
µ
φ(r+1)
t−1,n

 (3.39)

Here, we make some considerations. The coupled joint distribution following a

Gaussian distribution:

q (St,n,St−1,n) ∝ N

 St,n

St−1,n

 ;µ
ζ(r+1)
t,n ,Ψ

ζ(r+1)
t,n

 (3.40)

3.3.1.2 Maximization Step

In the M step, we have to evaluate the new model’s parameters from the expected

complete-data log-likelihood function:

θ(r+1) = arg max
θ
Q
(
θ, θ(r)

)
.

Starting from the expected complete-data log-likelihood function and the factor-

ization done in the previous step, we can write the first one in the following way:

Q
(
θ, θ(r)

)
=

T,Kt∑
t,k=1

Eq(Ztk) {ln p (Ztk|θ)}+ Eq(Ztk)q(St) {ln p (f tk|Ztk,St, θ)}+

+

N∑
n=1

T∑
t=2

Eq(P t,n,P t−1,n) {ln p (P t−1,n|P t,n, θ)}+

+
N∑
n=1

Eq(P 1,n) {ln p (P 1,n|θ)} (3.41)

In 3.41 there is a linear combination of four terms in which each depends on only

one different parameter: taking the derivative with respect to one parameter, only
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one term is taken into account and the others are skipped, because they become

zero. Since the first two terms do not depend on S, their evaluation is totally equal

to results found for the model with only positions. Neverthless, we report here their

definitions and results, and we compute the remains parameters.

The parameter π

πt,n =

Kt∑
k=1

η
Z(r+1)

t,k,n

Kt
(3.42)

The parameter Σ

Σ
(r+1)

t,n = Ψt,n +

Kt∑
k=1

ηt,k,n
(
µt,n − f t,k

) (
µt,n − f t,k

)>
Kt∑
k=1

ηt,k,n

(3.43)

The parameters ΛP
n and ΛV

n

ΛP (r+1)

n =
1

T − 1

T∑
t=2

EP
(r+1)

t,n (3.44)

ΛV (r+1)

n =
1

T − 1

T∑
t=2

EV
(r+1)

t,n (3.45)
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where ES(r+1)

t,n and EV (r+1)

t,n being the energy matrices with the following expres-

sion:

EP
(r+1)

t,n =Q11
t,n + Q33

t,n + Q44
t,n − 2Q13

t,n − 2Q14
t,n + 2Q34

t,n − 2Q12
t,n + 2Q14

t,n+

+ 2Q23
t,n − 2Q34

t,n + 2Q24
t,n − 2Q44

t,n + Q44
t,n + Q22

t,n − 2Q24
t,n =

=Q11
t,n + Q33

t,n + Q22
t,n − 2Q13

t,n − 2Q12
t,n + 2Q23

t,n =

=
(
Ψ
ζ(r+1)
t,n

)
11

+
(
µ
ζ(r+1)
t,n

)
1

(
µ
ζ(r+1)
t,n

)>
1

+
(
Ψ
ζ(r+1)
t,n

)
22

+

+
(
µ
ζ(r+1)
t,n

)
2

(
µ
ζ(r+1)
t,n

)>
2

+
(
Ψ
ζ(r+1)
t,n

)
33

+
(
µ
ζ(r+1)
t,n

)
3

(
µ
ζ(r+1)
t,n

)>
3
−

−
(
Ψ
ζ(r+1)
t,n

)
12
−
(
Ψ
ζ(r+1)
t,n

)
21
−
(
Ψ
ζ(r+1)
t,n

)
13
−
(
Ψ
ζ(r+1)
t,n

)
31
−

−
(
µ
ζ(r+1)
t,n

)
1

(
µ
ζ(r+1)
t,n

)>
2
−
(
µ
ζ(r+1)
t,n

)
2

(
µ
ζ(r+1)
t,n

)>
1
−

−
(
µ
ζ(r+1)
t,n

)
3

(
µ
ζ(r+1)
t,n

)>
1
−
(
µ
ζ(r+1)
t,n

)
1

(
µ
ζ(r+1)
t,n

)>
3

+

+
(
Ψ
ζ(r+1)
t,n

)
23

+
(
µ
ζ(r+1)
t,n

)
2

(
µ
ζ(r+1)
t,n

)>
3

+
(
Ψ
ζ(r+1)
t,n

)
32

+

+
(
µ
ζ(r+1)
t,n

)
3

(
µ
ζ(r+1)
t,n

)>
2

EV
(r+1)

t,n =
(
Ψ
ζ(r+1)
t,n

)
22

+
(
µ
ζ(r+1)
t,n

)
2

(
µ
ζ(r+1)
t,n

)>
2

+
(
Ψ
ζ(r+1)
t,n

)
44

+

+
(
µ
ζ(r+1)
t,n

)
4

(
µ
ζ(r+1)
t,n

)>
4
−
(
Ψ
ζ(r+1)
t,n

)
14
−
(
Ψ
ζ(r+1)
t,n

)
41
−

−
(
µ
ζ(r+1)
t,n

)
1

(
µ
ζ(r+1)
t,n

)>
4
−
(
µ
ζ(r+1)
t,n

)
4

(
µ
ζ(r+1)
t,n

)>
1

where the subscribes here denote the quarter in the correspondant dimension.

The parameter νPn
νPn =

(
µ
(r+1)
1,n

)
1

(3.46)

The parameter ΩP
n

ΩP
n =

(
Ψ

(r+1)
1,n

)
11

(3.47)

The parameter νVn
νVn =

(
µ
(r+1)
1,n

)
2

(3.48)
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The parameter ΩV
n

ΩV
n =

(
Ψ

(r+1)
1,n

)
22

(3.49)
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3.4 Initialization

As it is well-known, an EM algorithm requires an initialization. Previously, we

described the method and we derived all formulations regarding the Expectation-

Maximization algorithm. In this case, due to the variational approach, the expecta-

tion step is split into two parts, making so the initialization hard to deal with. Hav-

ing a look at derivations, each step needs parameters coming from the other two

and this means we have to initialize at least the parameters of two step out of three

before starting iterations of the algorithm. A guess of model’s parameters (output

of the maximization step) is not enough. Before analysing different solutions to

initialize the EM algorithm, we recall the general flow of the algorithm in Fig. 3.5.

The purpose of the method is to learn the model’s parameter, {π,Σ,ν,Ω,Λ}, as

Figure 3.5: Flowchart of the EM algorithm.

well the posterior probabilities that each observation could be assigned to a certain

track or source, {η}, and an estimation of the hidden track of each object, {µ}.

As it is represented, each iterations involves the three steps in a order which has

to define in advance. For example, either it can start with the E-S step and then

goes on with the E-Z step and the M step, or it can start with the E-Z step and
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then goes on with the E-S step and the M step. Nevertheless, in the end of each

iteration we want to evaluate the convergence of the algorithm to decide to stop

it or to continue with another iteration. Usually, the likelihood is used to evaluate

the algorithm convergence, but this method has a closed-form solution that is not

computationally tractable and so what we can do is to evaluate the convergence of

the model’s parameters or to stop the algorithm after a fixed number of iterations.

There is no link between the initialization box and the rest of the flowchart because

of the problem explained in the beginning. Now, we will illustrate and explain the

different options in details.

The possible solutions are shown in Fig. 3.6:

(a) Solution 1 (b) Solution 2

(c) Solution 3

Figure 3.6: Three different ways to initialize the EM algorithm.

The first option is to initialize the model’s parameters and the hidden tracks with

44



means and covariances, {µ,Ψ}. This means to make a random guess on the param-

eters and to use multiple Kalman filters for the track-estimations. But, these two

involves some problems. Firstly, the random guess of model’s parameters could

be very sensitive because it could generate results completely different from what

expected, simply due to a wrong initialization of parameters themselves. Secondly,

the multiple Kalman filters which are based on the formulas derived in the algo-

rithm, require the initialization of the model’s parameters, the observations and the

responsibilities, which are the output of the E-Z step that we want to run after the

initialization. A representation of the problem is depicted in Fig. 3.7

Figure 3.7: Problem related to the first initialization setting. The initialization of E-S step
requires the output of the configuration, the responsibilities, beyond the observations and
some parameters from the M step.

The second option is to initialize the model’s parameters again and the respon-

sibilities. To do so, a clustering technique could be used joint to a guess of some

model’s parameters. For example, k-means or GMM algorithm is a solution which

requires an initial guess of the mixing coefficients, π, and it can provide the re-

sponsibilities and covariances of each cluster/object. This operation might be run

for each interval/frame of all sequence to use and from the results it is possible to
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make a guess of all other model’s parameters. Here, the main problem is that data

association among sources over time is not solved within the algorithm itself and

so it is necessary to provide with it already in the initialization phase by means of

a mechanism like distances (i.e. Euclidean or Mahalanobis). Less important is to

decide with which phase going on after E-S step: it can continue with either M step

or E-Z step.

In the end, the last option is to initialize the whole expectation step through

a clustering technique, such as k-means or GMM, and Kalman filters. While the

process for clustering is the same as above with the purpose to identify areas which

should correspond to object, the Kalman filters, instead, have the task to make a

first guess of tracks for each object. Again, we need a mechanism to associate prop-

erly objects over time, because the algorithm does not deal with it. Some model’s

parameters are computed directly through the clustering technique as before, but

some of them, such as Λ, are required and a guess has to be done.

Figure 3.8: Problem related to the third initialization setting. In this case, you need the
output of the E-Z step plus a guess of two model’s parameters to run the E-S step. Only
after these two operations the algorithm can go on with the M step and the next iterations.

The initialization of an EM algorithm usually should be not more relevant or
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even complex than the algorithm itself. For sure, it is a critical point that can affect

the algorithm and its convergence, but if it solves the problem by itself, you do not

need the EM algorithm anymore. Comparing with the three options and according

to the issues explained above for each of them, the first one seems to be the worst,

because it is based on the output and a random guess of the model’s parameters; the

last becomes enough complex, since it requires both clustering and Kalman filters

plus a guess of some parameters; and the second one, instead, seems to be more

appropriate, because it involves only one technique (clustering) and a guess of a

few parameters.
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Chapter 4

MODEL EVALUATION

Since we added some extensions to our initial model, firstly we want to introduce

different versions of the algorithm, which we used to evaluate the model.

Method #1: corresponds to the initial version of the model, so the derived algo-

rithm takes only object position into account.

Method #2: introduces the first extension in the model, outliers.

Method #3: adds the second extension into the model, velocity.

Method #4: combines both outliers and velocity into the algorithm.

All evaluations are done for each method, leading a comparison among them in

order to understand the usefulness of extensions.

4.1 Simulated Data

To demonstrate the performance of the implemented method, several simulated

scenarios are created with synthetic data generated partially following the graphical

model. The advantage of using simulated data is that it allows observations and

hidden trajectories to be created easily and with different problems, from simpler

to more difficult ones. Besides, this allows to have the ground truth, which are



useful for comparison and accuracy tests. While the trajectories are generated from

deterministic functions, observations are randomly generated.

4.1.1 Data Generation

The observation generation process depicted by the graphical model in the previ-

ous chapter cannot be totally followed because it does not produce object motions

similar to smooth curves, which are easier to analyse. Indeed, the Gaussian dis-

tribution assumption for temporally linked sources produces motions with random

points at each time step, but we expect them to follow curves with some smooth-

ness, such as linearity, quadratic or higher order. To emulate these motions, we

chose a certain amount of points, which depends on the order of the curve to gen-

erate, within a fixed region of x ∈ [−200; 200] and y ∈ [−200; 200], and by means

of polynomial fitting we extracted 25 points, which correspond to object position

at each time step. Here an example of used points to generate a linear, a quadratic

and a 3-order curves:

Track # 1 Initial point: [175,−120], Final point: [−60, 180]

Track # 2 Initial point: [−180, 130], Middle Point: [−85,−10],

Final point: [−40,−190]

Track # 3 Initial point: [−190,−175], Second Point: [−100,−20],

Third point: [50, 35] Final point: [165,−195]

Thus, except for the sources generation, the observations are generated by follow-

ing the graphical model: from the position of the object in that moment together

with the initialization of model’s parameters Σ and mixing coefficients π. Because

part of the algorithm consists of determining the association observations-to-object,

we generated a variable quantity of around 100 measurements per object at every

time-step. The choice of so many observations per object was aim at making the

clustering part work properly, avoiding the case of objects disappearing from the

scene and causing a fail of the EM algorithm itself. This issue could be addressed
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in a future study. Besides, we took into account the presence of outliers (obser-

vations not generated by moving objects, or false alarms) for each scenario. So,

the same scenario was generated both with outliers and without outliers. The num-

ber of outliers per interval equals to the 10% of the total number of observations

generated by objects per interval.

4.1.2 Evaluation

Since the algorithm itself is complex, even the evaluation requires many things to

take into account. We need to make sure that the EM converges and is improving

over iterations to work properly; we need to evaluate the assignment observation-

to-object, and we need to define metrics for measuring the error between positions

and velocities, if considered. Besides, tracking requires to keep the identity of the

object over time, so we also need a metric to make sure that we are not facing a

switching problem.

Model’s Parameters Convergence

As far as concerned the evaluation of the Expectation-Maximization algorithm,

even though we used the variational approximation of the log-likelihood, we cannot

evaluate its convergence, but alternatively we can evaluate the convergence of the

model’s parameters. Here, we want to analyse two different cases: the first one

is about keeping fixed the parameter Λ, and the second one, instead, is related to

the estimation of the same parameter. As regards all other parameters, they are

always estimated. Besides, we put only figures concerning one scenario, because

the behaviour is similar among all of them. The analysis is carried out by fixing

the number of iteration to 100. In Fig. 4.1, the convergence takes into account

all parameters, and each of them is computed by the average of norm distance

between two consecutive iterations and among all intervals for one object. The

graph is similar for the other objects.
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∑
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εr+1
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n ||

Parameter Ωn

εr+1
Ω = ||Ωr

n −Ωr+1
n ||

As far as concerned the last three formula, they are worth for both positions

and velocities parameters.

This comparison is helpful to understand that we are not able to estimate the

parameter Λ, because it creates problems of convergence and it affects all other

parameters at the same time. Adding a prior to this parameter might be part of a

future work.

EM iterations

The EM algorithm is an iterative technique and in Fig. 4.2 we display the behaviour

that usually occurs over iterations, smoothing the track closer to the real one. From

the figures it is possible to notice that just after few iterations the best tracks it is

able to estimate are reached.
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

Figure 4.1: Model’s parameters convergence. Every row corresponds to the results of each
method respectively. While column 1 shows the convergence keeping lambda fixed, the
other takes the lambda estimation into account and the linked problem.
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(a) Iter 1 (b) Iter 10 (c) Iter 30 (d) Iter 50

Figure 4.2: EM iterations.

Assignment

As above-mentioned, each scenario is represented both without and with outliers.

Besides, we derived the algorithm in the previous chapter in four versions, each

one taking into account different things: 1) positions, 2) positions and outliers, 3)

positions and velocities, and 4) positions, outliers and velocities. Because part of

the model is related to the association of observations to objects (clustering phase),

we can split the methods into two groups: methods 1 and 3 do not consider the

outliers, methods 2 and 4 do. For the evaluation we can use only methods 1 and

2, and it’s the same for the others. Defining a metric to measure the association

is not easy, thus we report in Fig. 4.3 a qualitative comparison. As you can see,

the first column represents the scenario without outliers and the second one with

outliers. While the ground-truth of each case is depicted in the first row, the second

and the third rows correspond respectively to method 1 and 2. As you can imagine,

using a method that embeds the outliers does not improve the association problem

in a scenario where outliers are not present. The method 1 is already sufficient to

have a good clustering. Unlikely, in the other case, the method 1 starts decreasing

the performances and it associates outliers to objects, affecting then the estimation

of the object position. By introducing and modelling the outliers in the algorithm,

referring to it as method 2, the association problem is solved again.
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(a) (b) (c)

(d) (e) (f)

Figure 4.3: The association observation-to-object in the instant time, T = 10. While the 1st
row corresponds to the scenario without outliers, the 2nd one corresponds to the same with
outliers. In the first column the ground-truth observations are depicted. Second and third
columns corresponds to method-1 (algorithm with only positions) and method-2 (algorithm
with positions and velocities) respectively.

Error and Accuracy Metrics

Dealing with tracking, we need to evaluate some error metrics to understand how

efficient is the algorithm.

Position RMSE: how far estimated position components are from ground-truth

position ones for each object and at each interval.

εpos (t) =

√√√√∑D
d=1

(
xestd (t)− xgtd (t)

)2
D

where D is the dimension of cartesian component vector.

Speed RMSE: how far estimated speed components are from ground-truth speed
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ones for each object and at each interval. It is computed only for the algo-

rithm versions that take velocity into account.

εspe (t) =

√√√√∑D
d=1

(
ẋestd (t)− ẋgtd (t)

)2
D

where D is again the dimension of cartesian component vector.

Velocity Error: velocity is more accurate than speed because it takes direction

into account. The error between estimation and ground-truth is computed

through the angle α between the two vectors.

< vgt,vest >= 1− cosα

If alpha is zero, there is no error; on the other hand, the maximum error is

equal to 2 and it means the two vectors have opposite directions.

Mean and Standard Deviation: we also evaluated the error between estimation

and ground-truth tracks as an Euclidean distance at each interval, and then

we computed the mean and the standard deviation of these errors for each

object, as well a global one.

m̄ε =
1

T

T∑
t=1

d < (x, y)estt ; (x, y)gtt >

¯sdε =

√√√√ 1

T

T∑
t=1

[(
d < (x, y)estt ; (x, y)gtt > −m̄ε

)2]

Identity Accuracy: it measures a spatial-temporal relation between estimated ob-

jects E and ground-truth objects GT , evaluating the constant tracking of an

object by a specific estimation over time. To do so, we computed the Eu-

clidean distance between all Es and all GT s at each time step, generating

an association matrix. Inside the association matrix, we can retrieve many

configurations that map each GT to at most one E and vice versa. Since

56



every association corresponds to a distance value, we can compute a cost

function, which is the sum of all distance values within each configuration.

The configuration with the minimum cost determines the E identity assigned

to each GT . Taking the initial identity of each GT as reference, we define

the identity accuracy as the ratio between the number of time steps that the

identities associated to that GT correspond to the initial one, and the total

number of time steps.

All metrics are computed for each method. In addition, the error distribution is

computed for each metric in order to make easier the comparison among methods

and to understand if the improvements are relevant. The mean and the standard

deviation of the norm between the estimated and ground-truth position/velocity

vectors per object are computed, as well the aggregate between objects.

4.1.3 Scenarios

Now, we describe scenarios used to test the four methods and they are depicted in

Fig. 4.4. All scenarios contain all observations generated by objects over time, hid-

den trajectories, and outliers. For testing, another version of each scenario without

outliers was considered.

Scenario #1: is taking into account two linear tracks which never cross (see Fig. 4.4a).

It is the simplest scenario to make sure the tracker is working. The trajecto-

ries follow these functions: Track-1: x = 16t− 200, y = t− 145

Track-2: x = 13.2t− 180, y = −5.6t− 30

Scenario #2 considers the case of crossing between two objects (see Fig. 4.4b).

The crossing problem is very common in multiple target tracking and it is

closed to the switching problem. Dealing with this scenario allows to ver-

ify the effectiveness of the tracker and its capability to keep the identities.

Indeed, the estimation of object paths does not provide enough information

about the algorithm correctness.
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Scenario #3 represents a situation similar to the previous one where the two ob-

jects do not cross, but they come nearer to each other and then they go away

again (see Fig. 4.4c).

Scenario #4 takes into consideration a more complex scenario with three objects

(see Fig. 4.4d). Each o them moves following a n-th order curve, with n

equal to 1, 2, or 3, and crossing each other. It’s helpful to understand if the

algorithm still works by increasing the number of objects within the scene.

All trajectories were built by using polynomial fitting, after defining the neces-

sary points for each curve. All points are reported in Tab. 4.1.

(a) Scenario #1 (b) Scenario #2

(c) Scenario #3 (d) Scenario #4

Figure 4.4: Tested scenarios: (a) two independent linear tracks, (b) two linear crossing
trajectories, (c) two 2nd-order curves that come closer and then go away without crossing,
and (d) three different curves which also cross each other. Object-related observations are
depicted for all intervals, as well outliers.
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Scenario Track Initial Point Second Point Third Point Final Point

#1
Track-1 [−200,−145] - - [200, 145]

Track-2 [−180,−30] - - [150,−170]

#2
Track-1 [−180, 115] - - [190,−60]

Track-2 [−130,−175] - - [190, 185]

#3
Track-1 [−180, 0] [0, 30] - [160,−90]

Track-2 [−130,−175] [50, 30] - [185, 70]

#4

Track-1 [175,−120] - - [−60, 180]

Track-2 [−180, 130] [−85,−10] - [−40,−190]

Track-3 [−190,−175] [−100,−20] [50, 35] [165,−195]

Table 4.1: Points used to build trajectories by means of polynomial fitting for each scenario.

As we previously discussed, the model’s parameter convergence is not reported

because it is similar for all scenarios to those we depicted, showing the same Λ esti-

mation problem. Apart from that and assignment, we now go in detail of evaluation

of each scenario taking into account all other metrics.

First of all, we reported in Fig. 4.5,Fig. 4.6, Fig. 4.7, and Fig. 4.8 the final estima-

tion of all tracks for each scenario and for each method. Ground-truth trajectories

are also depicted in order to see how estimated tracks match with them. The com-

parison is among the four methods, and we can roughly state a qualitative result:

by introducing outliers or/and velocity in the model, we obtain a better smoothness

of hidden trajectories with respect to method 1, which considers only object po-

sitions. This seems to be true in almost all scenarios, and method 4, which takes

into account both outliers and velocity, seems to work better than others; indeed,

estimated tracks look almost equal to their respective ground-truth. We can notice

that if there is an error in the estimation of the initial point of a trajectory, the first

two methods, which do not take into account the velocity, are not able to correct

it over iterations. Unlikely, by modelling velocity in the algorithm we can correct

this error. When modelling outliers too, the mean of clusters corresponds almost
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perfectly to the source position within the track. Method 1 and 3, which do not

consider the outliers, show some ambiguities when objects come nearer, and it can

be seen in Fig. 4.6a, Fig. 4.6c, Fig. 4.7a, Fig. 4.7c, Fig. 4.8a, and Fig. 4.8c. So, the

combination of outliers and velocity seems to solve both crossing and initial point

problems.

We have to make some more considerations about scenario 3 in Fig. 4.7. Except

for the fourth method, the final estimation of others is really far from the right one,

showing a strange behaviour when coming closer each other. To better understand

it, we reported a sequence of images in Tab. 4.2 and Tab. 4.3, which represents

the clustering estimation over some time steps, comparing the methods at the same

time. We can notice that method 1 and 3 are not able to deal with outliers, pro-

ducing a unique cluster for the two object when come closer and another one cor-

responding to false alarms. Such an error propagates until the end, generating a

trajectory stuck around a point as we can see in Fig. 4.7a. As regards method 2,

the clustering problem occurs later and in a different way. It is able to distinguish

the two objects longer than method 1 and method 3, but after that it produces again

only one cluster for the two objects, generating a trajectory in the middle between

the two real ones. Another cluster, instead, is estimated from the subset of outliers

and it has a mean point every time in a different position in the area. Due to this

highly change of the estimated position in the clustering, the tracker tried to cor-

rect it as much as possible, providing a final trajectory totally different from the

real one. Nevertheless, the combination of velocity and outliers in method 4 allows

the algorithm to estimate almost correct trajectories with respect to the real ones.
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(a) Method#1 (b) Method#2

(c) Method#3 (d) Method#4

Figure 4.5: Comparison among methods of estimated tracks with their respective ground-
truth for scenario-1.

(a) Method#1 (b) Method#2

(c) Method#3 (d) Method#4

Figure 4.6: Comparison among methods of estimated tracks with their respective ground-
truth for scenario-2.
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(a) Method#1 (b) Method#2

(c) Method#3 (d) Method#4

Figure 4.7: Comparison among methods of estimated tracks with their respective ground-
truth for scenario-3.

(a) Method#1 (b) Method#2

(c) Method#3 (d) Method#4

Figure 4.8: Comparison among methods of estimated tracks with their respective ground-
truth for scenario-4.
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Table 4.2: A comparison of clustering among the four methods along columns in scenario
3. Each row represents intervals #5, #10, #11, #15, #16, #18.
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Table 4.3: A comparison of clustering among the four methods along columns in scenario
3. Each row represents intervals #19, #20, #21, #24, #25.

Now, we want to analyse these estimations more accurately through the error

metrics, which let us have a quantitative comparison among methods.

In Fig. 4.9 and Fig. 4.10, we reported the root mean square error (RMSE) between

the estimated and ground-truth object positions at each interval. The error distri-

bution of the metric is also depicted below every graph, leading sometimes a more
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quickly understanding of the comparison. It is noteworthy that there is a smaller er-

ror for the methods 3 and 4, which take velocity into account, in almost all graphs.

Besides, the performances are improved when the model takes outliers into ac-

count. The Tab. 4.4 allows us to understand better these considerations.We com-

puted the mean and the variance of the absolute difference between ground-truth

and estimated positions per object, as well the global ones. Data shows method 2,

which introduces outliers in the algorithm, and method 3, which introduces veloc-

ity, have a better performance with respect to the initial method, which takes only

object position into account, but a comparison between the two is not relevant. In-

deed, method 2 has generally a smaller error, but higher variance with respect to

method 3. Instead, modelling both within the algorithm allows to have a very good

improvement of performance in all scenarios, both in terms of mean error and in

terms of variance. As far as concerned the object positions, we can conclude that

adding both outliers and object velocity in our initial model could improve a lot the

performance of EM algorithm.
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(a) Scenario-1

(b) Scenario-2

Figure 4.9: RMSE between ground-truth and estimated object positions with respective
error distribution for scenarios 1 and 2. The metric is computed for every object and all
methods.

66



(a) Scenario-3

(b) Scenario-4

Figure 4.10: RMSE between ground-truth and estimated object positions with respective
error distribution for scenarios 3 and 4. The metric is computed for every object and all
methods.
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Scenario Metric Method 1 Method 2 Method 3 Method 4

#1

mean # 1 5.67 ± 9.31 2.14 ± 7.28 1.85 ± 1.48 0.70 ± 0.67

mean # 2 4.67 ± 11.69 2.28 ± 8.97 2.82 ± 2.44 0.59 ± 0.57

global mean 5.17 ± 10.53 2.21 ± 8.13 2.33 ± 2.06 0.65 ± 0.62

#2

mean # 1 3.18 ± 5.41 1.61 ± 4.70 4.32 ± 5.40 0.72 ± 0.45

mean # 2 12.76 ± 15.68 2.70 ± 9.69 3.30 ± 3.64 0.67 ± 0.58

global mean 7.97 ± 12.62 2.15 ± 7.60 3.81 ± 4.61 0.70 ± 0.52

#3

mean # 1 19.32 ± 19.84 12.30 ± 18.69 42.00 ± 47.23 0.96 ± 0.81

mean # 2 50.92 ± 58.11 31.44 ± 47.26 11.70 ± 12.73 2.60 ± 4.44

global mean 35.12 ± 46.03 21.87 ± 37.03 26.85 ± 37.63 1.78 ± 3.28

#4

mean # 1 4.95 ± 9.50 2.96 ± 9.64 0.92 ± 0.98 0.48 ± 0.46

mean # 2 10.94 ± 22.55 4.30 ± 18.49 1.87 ± 2.54 0.87 ± 0.73

mean # 3 1.31 ± 3.49 0.96 ± 2.95 1.76 ± 2.38 0.59 ± 0.46

global mean 5.73 ± 14.72 2.74 ± 12.16 1.52 ± 2.12 0.64 ± 0.59

Table 4.4: Mean error and variance of the absolute difference between ground-truth and
estimated object position vectors for each scenario. An aggregate mean error is also com-
puted.

Since we introduced object velocity for methods 3 and 4, we also need to eval-

uate the error of this quantity with respect to its ground-truth. In this case, we

computed the metric in two different ways: one is the root mean square error be-

tween the estimation and the ground-truth quantities, and the other is the angle

error between the two quantities again. As we said, the second one is more pre-

cise because it takes the direction into account. The error distributions is always

displayed for both, below every graph. So, Fig. 4.11, Fig. 4.12, Fig. 4.13, and

Fig. 4.14 illustrate the comparison between the two metrics for scenario 1, sce-

nario 2, scenario 3, and scenario 4, respectively. We notice the method 4, which

also embeds outliers, works better than method 3 everywhere. This is confirmed by

the values in Tab. 4.5. Again, the mean and the variance of the absolute difference

between ground-truth and estimated velocity vectors are used. Improvements are

not so large as the case of object positions, but still corroborate the previous con-

siderations. Besides, we can see how velocity angle error is approximately zero
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almost everywhere, even when RMSE is not.

Scenario Metric Method 3 Method 4

#1

mean # 1 1.03 ± 3.26 0.93 ± 3.25

mean # 2 1.23 ± 2.81 1.00 ± 2.81

global mean 1.13 ± 3.03 0.97 ± 3.02

#2

mean # 1 1.22 ± 2.82 0.68 ± 2.80

mean # 2 0.89 ± 2.35 0.56 ± 2.32

global mean 1.05 ± 2.59 0.62 ± 2.56

#3

mean # 1 6.53 ± 4.99 0.77 ± 2.09

mean # 2 2.41 ± 3.54 1.23 ± 2.92

global mean 4.47 ± 4.78 1.00 ± 2.53

#4

mean # 1 1.02 ± 1.34 0.92 ± 1.29

mean # 2 3.00 ± 4.74 2.87 ± 4.72

mean # 3 0.65 ± 2.23 0.51 ± 2.21

global mean 1.55 ± 3.27 1.43 ± 3.25

Table 4.5: Mean error and variance of the absolute difference between ground-truth and
estimated object velocity vectors for each scenario. An aggregate mean error is also com-
puted.
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(a) Velocity RMSE and error distribution per object

(b) Velocity angle error and error distribution per object

Figure 4.11: Scenario 1: (a) RMSE between ground-truth and estimated object velocities
with respective error distribution. (b) Velocity angle error. Metrics are computed for every
object and all methods.
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(a) RMSE of velocity

(b) Velocity angle error

Figure 4.12: Scenario 2: (a) RMSE between ground-truth and estimated object velocities
with respective error distribution. (b) Velocity angle error. Metrics are computed for every
object and all methods.
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(a) RMSE of velocity

(b) Velocity angle error

Figure 4.13: Scenario 3: (a) RMSE between ground-truth and estimated object velocities
with respective error distribution. (b) Velocity angle error. Metrics are computed for every
object and all methods.
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(a) RMSE of velocity

(b) Velocity angle error

Figure 4.14: Scenario 4: (a) RMSE between ground-truth and estimated object velocities
with respective error distribution. (b) Velocity angle error. Metrics are computed for every
object and all methods.
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Nevertheless, all error metrics considered until now do not provide us a com-

plete evaluation of our algorithm. They are necessary, but not sufficient. Track-

ing requires to keep correctly the identity of objects, and measured errors do not

embed such information, even if we can notice larger values which could tell us

something is going wrong. For this reason, we computed the identity accuracy: the

percentage of time that an estimated track corresponds to its ground-truth. Since

for scenarios 1, 2 and 4 we succeeded with 100% in all methods, we report results

of only scenario 3 in Tab. 4.6. Although the method 1 shows a good performance,

the combination of outliers and velocity within the algorithm allowed to reach the

maximum percentage.

Object Method 1 Method 2 Method 3 Method 4

# 1 0.80 0.84 0.76 1.00

# 2 0.80 0.84 0.76 1.00

Table 4.6: Accuracy of the identity. In this table, only scenario 3 is reported, because the
values for the others are equal to 1.

In conclusion, we showed our algorithm works in different simulated scenar-

ios, and the introduction of outliers and object velocity within the model increases

remarkably the performance. Modelling false alarms is particularly useful in sce-

nario with outliers inside. Then, thanks to both outliers and velocity, we are able

to solve the identity switching problem and to obtain very nice smoothed curves

close to the true ones.
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4.2 Real Data

The algorithm is not only tested on simulated scenarios, but also on some realistic

videos. Two of them are taken from the published Computational Audio-Visual

Analysis (CAVA) dataset (recorded at The University of Sheffield, UK) and another

from a dataset recorderd directly at INRIA Rône-Alpes in Grenoble. The latter is

split into two sub-sequences in order to evaluate two different cases. The CAVA

dataset is a unique collection of three synchronised data streams obtained from a

binaural microphone pair, a stereoscopic camera pair and a head tracking device

[Arnaud et al., 2008]. Details about the acquisition system and the post-processing

of data are provided in the paper. For the purpose of this project, only a portion of

the video stream and the sequence from one camera are used. The other video was

recorded according to the same purpose that means with multiple streams. In this

case, the POPEYE system is used. In all videos, people are recorded in such a way

to be fully visible or that half of body is visualized.

4.2.1 Annotation

We annotated every video by hand in order to have the ground-truth for evaluating

the results. The annotation is carried out by drawing a box for each person and

for each frame of the whole sequence. Thus, we are able to reconstruct the path

of each of them directly from the box, by computing the center of the box. Boxes

are also useful to evaluate the accuracy of the identities and clusters. Since the

operation is done by hand, both boxes and path are not so precise, but they are

good enough for the evaluation. Besides, 2D images are a projection of the 3D

real world and the movement of people coming closer to the camera or in the

opposite way results in different sizes of boxes. So, boxes are affected by scaling

and translation transformations over time, and not by rotation. In Fig. 4.15, some

frames with boxes and tracks are depicted from one video of the CAVA dataset.
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(a) Frame # 1 (b) Frame # 50

(c) Frame # 100 (d) Frame # 150

Figure 4.15: Example of annotation in some frames of a video, showing both boxes and
central positions. Besides, the history of positions for each object are depicted and they are
well-seen in (c) and (d).

4.2.2 Data Processing and Evaluation

Harris points and motion filtering Since our algorithm does not work directly

on each image of the video sequence, we need to generate observations. These

observations represent interest points which should rely on people present in the

scene. To do so, we decided to use the Harris corner detector [Harris and Stephens,

1988], which generates many observations inside the figure. However, we would

like to have interest points related only to people an so we need a mechanism to

preserve only those. Our approach is to filter them on the basis of motion. Because

we want to track moving object and videos contain people moving around a room,
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then all Harris points generated above people are not in the same position across

frames. So, we chose to filter all static points over 5 or 10 frames. However, not

all points which do not rely on people are filtered because there could be areas

affected by illumination which generated points every time in different positions.

In this case, it is very useful for us to have a method which takes into account the

outliers. In Fig. 4.16, there is a visual representation of this process.

(a) Original Image (b) Harris Points

(c) Motion filtering (d) Observations

Figure 4.16: Process to generate observations from a video sequence. Example of one
frame.

Metrics Evaluating multi-object tracking is a challenging task and various papers

have been proposed over years with the purpose to define general metrics. [Smith

et al., 2005] is an interesting reference paper. In visual tracking, we have to deal

with extend objects that can be represented by a shape like a rectangular, as we did
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in our annotation. These rectangular boxes are referred to as ground truth objects

(GT ) for our evaluation. The outputs of the tracker are elliptical covariances, which

are referred to as estimates (Es). The central point of these Es corresponds to

the actual position of objects. [Smith et al., 2005] defines recall and precision as

two fundamental measures to test the coverage between GT and E , requiring high

values for both. In our case, we define the object coverage accuracy as the ratio

between the number of frames that each GT is covered successfully by at most

one E and the total number of frames. An object is successfully covered when

the central point of E is inside the rectangular box of the associated GT , and we

call it coverage test. So, this is the new metric which we added to all previous

metrics, defined for simulated scenarios, and that we used for the evaluation of

next scenarios.

4.2.3 Scenarios

Now, we illustrate the four recorded video sequences under test.

Scenario #1: TTOS (Tracking test; one speaker) video sequence from the CAVA

dataset; ”one speaker, walking while speaking continuously though the whole

scene; the speaker moves in front of the camera and passes behind; he reap-

pears from the right, and turns to the cameras”. Since our algorithm is not

able to deal directly with exit or enter of a person in the scene, we decided to

take into account part of the video. This is an easy case to be sure algorithm

is working properly a video too.

Scenario #2: a segment of a sequence recorded at INRIA in which two people

move front and back. We are interested in evaluating the algorithm and mak-

ing sure any identity switch appears.

Scenario #3: a second segment of the previous sequence in which the two people

switch their position. In this case, the problem of occlusion arises when they

are switching, and since we have not modelled any mechanism yet to deal
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with it, we want only to analyse if the algorithm can recover the identity

after the occlusion itself. Indeed. we recall that occlusion is still a very

tricky problem and does not allow to understand what happens during the

whole period that it occurs.

Scenario #4: CTMS3 (Clustering test; multiple speakers) video sequence from

the CAVA dataset. We considered only the initial part in which three actors

move around in the scene. It is a more complex scenario than the previous

one with still occlusions, but more interesting trajectories to reconstruct.

As we did for simulated scenarios, we now evaluate these four scenarios taken

from real recorded videos.

First of all, in Fig. 4.17, Fig. 4.18, Fig. 4.19, and Fig. 4.20, we reported the

estimation of trajectories for all methods and for each scenario, respectively. As

well, the annotated ground-truth trajectories are depicted. Except for the first two

scenarios where estimated and ground-truth tracks are not so far from each other

because no occlusion occurs, Fig. 4.19 and Fig. 4.20 show the estimated tracks are

affected by this problem: the estimated tracks tend to come back in their original

position or follow the path of another person. Just having a loot at this graphs, the

error between the estimation and ground-truth trajectories should not be so small,

but it will increase a lot in presence of occlusions.
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(a) Method #1 (b) Method #2

(c) Method #3 (d) Method #4

Figure 4.17: Comparison of the final estimated track with the ground-truth among all pro-
posed methods

(a) Method 1 (b) Method 2

(c) Method 3 (d) Method 4

Figure 4.18: Comparison of the final estimated track with the ground-truth among all pro-
posed methods
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(a) Method 1 (b) Method 2

(c) Method 3 (d) Method 4

Figure 4.19: Comparison of the final estimated track with the ground-truth among all pro-
posed methods

(a) Method 1 (b) Method 2

(c) Method 3 (d) Method 4

Figure 4.20: Comparison of the final estimated track with the ground-truth among all pro-
posed methods

As in the case of synthetic data, we computed the root mean square error be-

tween ground-truth and estimated object positions for each method, and we re-

ported results in Fig. 4.21 and Fig. 4.22 for all scenarios. Again, the error dis-

tribution is displayed to understand which method works better. As we expected,
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we can immediately notice that errors start being high in terms of pixel. Although

scenarios 1 and 2 show errors in the range of 0-20 pixels and we can state they

are produced by the imprecision during the annotation, differently higher errors

are in scenarios 3 and 4, and they confirm the wrong estimation caused by oc-

clusions. This is a consideration worth for all methods: indeed, we cannot state

there is a method that works better than others. So, we can have a look at values

in Tab. 4.7. They correspond to the mean and variance of the absolute difference

between ground-truth and estimated object position vectors for each scenario. A

global value that does not differentiate among objects is also computed. Values

confirm that outliers and velocity extensions into the algorithm do not increase the

performance, apart from the easier scenarios where occlusion does not occur and

we can notice an improvement by modelling outliers.
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(a) Scenario #1

(b) Scenario #2

Figure 4.21: RMSE between ground-truth and estimated object positions with respective
error distribution for scenarios 1 and 2. The metric is computed for every object and all
methods. 83



(a) Scenario #3

(b) Scenario #4

Figure 4.22: RMSE between ground-truth and estimated object positions with respective
error distribution for scenarios 3 and 4. The metric is computed for every object and all
methods.
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Scenario Metric Method 1 Method 2 Method 3 Method 4

#1
mean #1 25.76 ± 13.99 17.63 ± 11.30 25.17 ± 13.53 17.17 ± 10.78

global mean 25.76 ± 13.99 17.63 ± 11.30 25.17 ± 13.53 17.17 ± 10.78

#2

mean #1 18.12 ± 3.89 9.04 ± 4.23 18.17 ± 3.87 8.76 ± 4.63

mean #2 14.81 ± 5.41 28.89 ± 9.58 15.00 ± 5.52 30.35 ± 10.03

global mean 16.46 ± 4.99 18.97 ± 12.39 16.58 ± 5.01 19.56 ± 13.33

#3

mean #1 48.96 ± 29.93 47.05 ± 29.79 45.42 ± 31.77 52.83 ± 31.80

mean #2 65.08 ± 40.60 66.16 ± 36.99 62.52 ± 42.05 74.71 ± 44.88

global mean 57.02 ± 36.50 56.61 ± 34.86 53.97 ± 38.17 63.77 ± 40.34

#4

mean #1 36.94 ± 25.04 37.50 ± 24.49 35.95 ± 22.85 36.88 ± 23.10

mean #2 35.32 ± 31.04 27.78 ± 12.53 33.47 ± 31.51 23.59 ± 11.23

mean #3 16.89 ± 15.80 17.20 ± 18.03 21.45 ± 19.24 20.63 ± 19.13

global mean 29.72 ± 26.34 27.49 ± 20.69 30.29 ± 25.82 27.03 ± 19.77

Table 4.7: Mean error and variance of the absolute difference between ground-truth and
estimated object position vectors for each scenario. An aggregate mean error is also com-
puted.

As far as concerned the speed RMSE and velocity error, we reported only one

graph because all scenarios show a similar behaviour, and we analyse them through

Tab. 4.8. As we can see in Fig. 4.23, the errors oscillate a lot for both method 3

and method 4. This is strictly connected to position errors, generating speed and

velocity estimations far from the real ones. We can notice that velocity errors

reach values equal to two, which means our estimation is totally wrong and in the

opposite direction with respect to the ground-truth. Looking at values in Tab. 4.8,

we can observe any improvement is provided with the adding of outliers in method

4, and they are higher than results in simulated scenarios, where the errors are

smaller than 1.
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(a) Velocity RMSE and error distribution per object

(b) Velocity angle error and error distribution per object

Figure 4.23: Scenario 2: (a) RMSE between ground-truth and estimated object velocities
with respective error distribution. (b) Velocity angle error. Metrics are computed for every
object and all methods. 86



Scenario Metric Method #3 Method #4

#1
mean #1 4.43 ± 2.55 4.64 ± 2.68

#2

mean #1 4.53 ± 2.55 4.60 ± 2.57

mean #2 6.84 ± 3.85 6.92 ± 3.85

global mean 5.69 ± 3.46 5.76 ± 3.47

#3

mean #1 8.79 ± 5.65 8.48 ± 4.85

mean #2 8.28 ± 5.43 9.08 ± 6.15

global mean 8.53 ± 5.53 8.78 ± 5.53

#4

mean #1 3.98 ± 2.42 4.00 ± 2.42

mean #2 4.15 ± 2.76 4.13 ± 2.72

mean #3 3.62 ± 2.27 3.66 ± 2.31

global mean 3.92 ± 2.50 3.93 ± 2.49

Table 4.8: Mean error and variance of the absolute difference between ground-truth and
estimated object velocity vectors for each scenario. An aggregate mean error is also com-
puted.

Evaluation is not limited only to position and velocity estimations, but even to

identity and in-box accuracy, which we defined in the beginning.

In Tab. 4.9, we can see the identity accuracy results concerned scenario 3 and

scenario 4. Since there is only one person in scenario 1 and no occlusion occurs

in scenario 2, the identity switching problem does not appear, showing a perfect

identity accuracy for all methods. So, we do not report the results for this two

scenarios. An example for scenario 1 is shown in Tab. 4.11 reporting some frames

for all methods and depicting the covariance and observations. On the other hand,

we can notice that accuracy decreases in scenario 3 because the two people in-

verted their position in the scene, presenting a small period of occlusion. During

and after that moment, an error occurs in the identification decreasing our values

of accuracy. However, the two object are strictly connected to each other, as we

can see in the same value of accuracy for both. In this case, we can state that

a higher value of accuracy depends on the quantity of time that people are sepa-
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rated before changing position. Besides, we do not notice any relevant difference

among methods. Again, an example of some frames regarding this scenario is re-

ported in Tab. 4.12. Scenario 4 represents a more complex scene involving three

people and some occlusions. Performance decreases considerably due to this mul-

tiple occlusions. Indeed, the algorithm has not any mechanism to recover from this

problem, leading the accuracy to take into account only the initial quantity of time

that a person is correctly identified before of an occlusion (except for the case in

which another error occurs leading a correct identification again). For instance, in

Tab. 4.13, this is clearly visible because the three different coloured clusters are not

covering the same people from the beginning to the end. Again, there are no rele-

vant improvements among methods, meaning that the extensions to the algorithm

do not affect the performance in terms of identification.

Scenario Object Method 1 Method 2 Method 3 Method 4

#3
# 1 0.62 0.63 0.63 0.63

# 2 0.62 0.63 0.63 0.63

#4

# 1 0.36 0.36 0.38 0.37

# 2 0.42 0.42 0.42 0.42

# 3 0.36 0.36 0.38 0.37

Table 4.9: Identity Accuracy

In-box accuracy is slightly different from identity one, because it considers

only if the central point of an estimation is inside the box of the associated ground-

truth. Indeed, we can notice in Tab. 4.10 that there is a lower performance than

identity accuracy in scenario 1; it means that even if the person is correctly identi-

fied all the time, the estimated position does not properly rely on the area defined

for the ground-truth. However, this is an effect of the used method: lower perfor-

mances are caused by methods 1 and 3 which do not take outliers into account;

methods 2 and 4, instead, reach again the maximum accuracy. So, we can state the

clustering affects results for in-box accuracy. Having a look at other more complex
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scenarios, which involve more people and occlusions, we see results that are com-

parable to those related to identity, meaning that occlusion is a relevant problem

for this algorithm, independently of the used method and reducing considerably

the performance. Again, we can see some examples in Tab. 4.11, Tab. 4.12, and

Tab. 4.13: there are various frames in which covariances are not covering correctly

or are bigger than the people behind.

Scenario Object Method 1 Method 2 Method 3 Method 4

#1 #1 0.89 0.99 0.91 1.00

#2
#1 1.00 1.00 1.00 1.00

#2 1.00 1.00 1.00 1.00

#3
#1 0.67 0.67 0.69 0.69

#2 0.55 0.55 0.55 0.45

#4

#1 0.36 0.37 0.39 0.39

#2 0.29 0.31 0.33 0.40

#3 0.38 0.38 0.38 0.38

Table 4.10: In-box accuracy.

#20 #75 #120 #160

Table 4.11: Scenario 1. Some frames with the results of clustering for each method in
rows.
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#30 #55 #80 #110

Table 4.12: Scenario 3. Some frames with the results of clustering and tracking for each
method per rows.

#30 #75 #100 #140

Table 4.13: Scenario 4. Some frames with the results of clustering and tracking for each
method per rows.

As we can see in the errors related to estimated positions, identity and in-box

accuracies, the implemented algorithm and its variants do not achieve good re-

sults. Since our proposed model does not take into account occlusions, we have
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expected these lower performances in real data. Indeed, occlusion is a chaning in

the number of object visible in the scene, and this is in contrast to our assumption

of fixed number of sources. Nevertheless, the algorithm works well in ideal cases,

and improvements are provided with the extensions of outlier and velocity. Limita-

tions and conclusions about the proposed model are described in detail in the next

chapter.
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Chapter 5

CONCLUSIONS

Achievements The aim of this project is to track multiple sources by means of

moving interest points generated by the objects themselves and without knowing

which points they generated. Doing so, a probabilistic graphical model is proposed

and the Expectation-Maximization algorithm is derived. We found that a closed

form solution for the E step of the expected complete-data log-likelihood is not

computationally tractable, due to the assignment hidden variable which makes the

computation combinatorial. To overcome the problem, we decided to use a varia-

tional approach, which lets us factorize the expected complete-data log-likelihood

and to determine a closed-form solution. All the derived formulas are provided in

appendices.

Thus, thanks to this proposed method we are able: (i) to estimate the object-

observation assignments that are not known; (ii) to reconstruct the track of all ob-

jects over time; (iii) and, to learn the model’s parameters, concerning both the

assignment and the dynamics parts. In addition, we modeled outliers and veloc-

ity to improve both the observation-to-object association in cluttered scenarios and

the estimation of trajectories, and we derived the respectively EM algorithms (po-

sitions and outliers, positions and velocities, position and outliers and velocities).

For the testing phase, we used both scenarios with synthetic data and real

videos, and the evaluation of performances was carried out for every derived al-



gorithm, comparing them to analyze the improvements.

Limitations However, there are some issues and drawbacks. The main one is

the absence of an object identity association method over time, because the model

assumes an already existing data association which has to be provided in the ini-

tialization of the algorithm. Secondly and in contrast to our assumptions, the in-

capability to deal with an unknown and variable number of objects over time is a

relevant issue to solve in tracking. Then, we had to deal with the convergence of

the model’s parameters. As we described in a proper section, we noticed an unex-

pected behaviour in the estimation of Λ, which is the covariance of the dynamics of

each source and allows objects to move far away from the current positions. Since

we would not allow that, we think to add a prior over the parameter. Moreover,

the Gaussian assumption seems to not fit properly with the observations generated

from real videos, and it could be interesting to integrate a different distribution into

the model. Finally, occlusion is another relevant issue in real videos and we did

not model it in our proposed method.

5.1 Future Work

Starting from these considerations, we can illustrate several ways to address the

described issues and to improve the method itself. As far as the variable number

of objects is concerned, it could be interesting to integrate a birth/death process

and investigate the Probability Hypothesis Density filter, which is used in the last

decade to solve this particular issue. Obviously, we have to think about a way to

integrate the variational approach used in this paper and the framework which the

PHD filter relies on. As regards the occlusion, we have already started to analyse

the possibility of adding color information into interest points. This can help to

keep the identity of each object and to recover from an identity switching prob-

lem. Fig. 5.1 shows that color could be useful because the identity of people is

kept. A raw test was made. We compared three different approaches to associate
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clusters: the first one uses only spatial distance, such as the Mahalanobis distance,

between two successive frames, and as we did in our model; the second one uses

intersections of the actual histogram of each cluster and its reference, taken as the

histogram of the first frame; and, the last is based on a combination of the two

with a weight alpha that can give more relevance to one of the two. In the figure,

we report the two more interesting instants: before and after the occlusion. While

the bar-plot provides the confidence to be associated to each object, the image be-

low of it shows the interest points associated to the person. Using Mahalanobis

distance, the confidence of association is high both before and after the occlusion

without having two clusters associated to the same object, but showing an identity

switching. The color histogram intersection method shows less strong confidence

than Mahalanobis, but keeping two complementary associations higher than the

others: it means that cluster 1 is associated to object 2 with higher confidence and

at the same time, cluster 2 is associated to object 1 with higher confidence to be

associated to object 2. In addition, having a look at the images, the object identity

is kept. The combination of the two, instead, does not provide a useful result for

the moment, so, even though the color looks to be helpful, we need to understand

how to integrate correctly the histogram intersection approach in the current one.

Nevertheless, we have to extend the method in order to take into account these

color features.

Many ways can be explored by means of moving interest points. Not only

color, but also motion information could be embedded, and this allows to both have

a better clustering and improve the EM algorithm through the velocity extension.

Motion features embed information about direction, and this allows to have no

ambiguity between closer points with different motion when clustering.

Until now, 2D-points have been used, but we can extend to 3D-points and ex-

ploit the depth information, which could be useful to solve problems like occlusion.

As far as the Gaussian distribution problem is concerned, two techniques can

be investigated. One could be the convex hull which allows to add again all interest
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points which rely inside a cluster, but they were removed by the motion filtering.

It means that all points could have a visibility parameter which is disabled by the

motion filtering, but it could be enabled again after the assignment part, in the case

of points are inside the area described by the covariance. This could solve some

issues like occlusion or assignment (combined with other solution, such as color

features), by having more information about each object. The other one is the

regression analysis that allows to learn the relationship of two clusters over time:

they refer to the same object, but the generated observations are not the same,

resulting in a different covering area; for instance, while interest points could be

generated from the whole body of a person in the previous frame, in the current

one, an occlusion could start and only a smaller portion of the body, e.g. the head,

generates observations. In reality, we know where the center of the cluster should

be and adopting a regression technique we can reconstruct the relationship between

the two clusters.

Looking at the observations in real scenarios, we noticed the amount of interest

points is almost the same over time, except when an occlusion occurs. So, it could

be interesting to make an evaluation of the statistics of observations in order to

determine the number of objects in the scene.

In the end, it could be nice making the method real-time, either adopting

only the forward recursion or using a short sliding window in which the forward-

backward recursions can run. Nowadays, cameras can record videos at rate of 25

fps, which permits to slide a window of half or less frames without affecting the

online perception.
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(a) Before occlusion

(b) After occlusion

Figure 5.1: Comparison of three different approaches for the object association problem
between two successive frames before and after the occlusion issue: Mahalanobis distance,
histogram intersection, and combination of the two with a weight alpha. The bar-plots
represent the confidence of association between the current cluster and the objects.
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Appendix A

Derivation of EM: Position

A.1 E-step

Starting from the factorization proposed in chapter 3 for the variational approach:

q (Z,P ) =

T,Kt∏
t,k=1

q (Ztk)
N∏
n=1

q (P n) .

we now derive the two parts of the expectation step.

A.1.1 E-Z step

The computation of q (Ztk) is straightforward:
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where we used that q (P tm) ∼ N
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)
(see Section A.1.2). Therefore we

write:
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A.1.2 E-P step

In this step we want to compute q(P n), to further on compute q(P tn). Using the

proposed factorization we know that:

q (P n) ∝ exp
(

Eq(P 1:n:N )q(Z)

{
ln p

(
f ,Z,P |θ(r)

)})
.

Let us first analyse term inside the expectation:

ln p
(
f ,Z,P |θ(r)

)
= ln

(
p
(
f |P ,Z, θ(r)

)
p
(
P |θ(r)

)
p
(
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.

We notice that the last term does not depend on P n, and can therefore be removed

from the computation. Similarly, because p (P ) is separable on n, we can remove

all other sources:

q (P n) ∝ p
(
P n|θ(r)

)
exp

(
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{
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(
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. (A.2)
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We are now ready to take the expectation:
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Replacing the previous result into (A.2) we write:
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We also notice that:
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with

µ
ι(r+1)
tn =

Kt∑
k=1

η
(r+1)
tkn f tk

Kt∑
k=1

η
(r+1)
tkn

Ψ
ι(r+1)
tn =

(
Kt∑
k=1

η
(r+1)
tkn

)−1
Σ

(r)
tn .

Therefore, (A.4) rewrites:

q (P n) ∝ N
(
P 1n;ν(r)n ,Ω(r)

n

) T∏
t=2

N
(
P tn;P t−1n,Λ

(r)
n

)
×

×
T∏
t=1

N
(
P tn;µ

ι(r+1)
tn ,Ψ

ι(r+1)
tn

)
. (A.5)

At the light of this result, we are certain that q(P n) is a multivariate normal. Be-

cause of the temporal term, it is not obvious to extract q(P tn) from here. Direct

marginalization will naturally lead to forward-backward recursions.

The marginal distribution - forward/backward Let us compute q(P tn), by

marginalizing (A.5):

q(P tn) ∝
∫
N
(
P 1n;ν(r)n ,Ω(r)

n

) T∏
s=2

N
(
P sn;P s−1n,Λ

(r)
n

)
×

×
T∏
s=1

N
(
P sn;µι(r+1)

sn ,Ψι(r+1)
sn

)
dP 1:t:Tn

We can rewrite this marginalization into a product of two marginalizations repre-

senting the past and the future with respect to P tn:

q(P tn) ∝
∫
N
(
P 1n;ν(r)n ,Ω(r)

n

) t∏
s=2

N
(
P sn;P s−1n,Λ

(r)
n

)
×

×
t∏

s=1

N
(
P sn;µι(r+1)

sn ,Ψι(r+1)
sn

)
dP 1:t−1n (A.6)

∫ T∏
s=t+1

N
(
P sn;P s−1n,Λ

(r)
n

) T∏
s=t+1

N
(
P sn;µι(r+1)

sn ,Ψι(r+1)
sn

)
dP t+1:Tn

(A.7)
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The quantity on (A.6) will be denoted φ (P tn) and the one on (A.7), β (P tn). With

this notation we can get forward-backward recursions for φ and β:

φ (P tn) = N
(
P tn;µ

ι(r+1)
tn ,Ψ

ι(r+1)
tn

)∫
φ (P t−1n)×

×N
(
P tn;P t−1n,Λ

(r)
n

)
dP t−1n (A.8)

β (P tn) =

∫
β (P t+1n)N

(
P t+1n;P tn,Λ

(r)
n

)
×

×N
(
P t+1n;µ

ι(r+1)
t+1n ,Ψ

ι(r+1)
t+1n

)
dP t+1n (A.9)

We will now compute the recursions for φ and β. Let us assume that φ (P t−1n)

and β (P t+1n) are Gaussian and compute φ (P tn) and β (P tn) from them. There-

fore, we set

φ (P t−1n) = N
(
P t−1n;µ

φ(r+1)
t−1n ,Ψ

φ(r+1)
t−1n

)
β (P t+1n) = N

(
P t+1n;µ

β(r+1)
t+1n ,Ψ

β(r+1)
t+1n

)
Forward recursion

φ(P t,n) ∝ N
(
P tn;µ

ι(r+1)
tn ,Ψ

ι(r+1)
tn

)∫
N
(
P t−1n;µ

φ(r+1)
t−1n ,Ψ

φ(r+1)
t−1n

)
×

×N
(
P tn;P t−1n,Λ

(r)
n

)
dP t−1,n

∝ N
(
P tn;µ

ι(r+1)
tn ,Ψ

ι(r+1)
tn

)
N
(
P tn;µ

φ(r+1)
t−1n ,Ψ

φ(r+1)
t−1n + Λ(r)

n

)
∝ N

(
P tn;µ

φ(r+1)
tn ,Ψ

φ(r+1)
tn

)
(A.10)

where(
Ψ
φ(r+1)
tn

)−1
=
(
Ψ
ι(r+1)
tn

)−1
+
(
Ψ
φ(r+1)
t−1n + Λ(r)

n

)−1
(A.11)

µ
φ(r+1)
tn = Ψ

φ(r+1)
tn

((
Ψ
ι(r+1)
tn

)−1
µ
ι(r+1)
tn +

(
Ψ
φ(r+1)
t−1n + Λ(r)

n

)−1
µ
φ(r+1)
t−1n

)
(A.12)
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Backward recursion

β (P tn) ∝
∫
N
(
P t+1n;µ

β(r+1)
t+1n ,Ψ

β(r+1)
t+1n

)
N
(
P t+1n;P tn,Λ

(r)
n

)
×

×N
(
P t+1n;µ

ι(r+1)
t+1n ,Ψ

ι(r+1)
t+1n

)
dP t+1n

∝
∫
N (P t+1n;m,Φ) exp

(
−1

2

(
(−‖m‖Φ +

∥∥∥µβ(r+1)
t+1n

∥∥∥
Ψ
β(r+1)
t+1n

+ ‖P tn‖Λ(r)
n

+
∥∥∥µι(r)t+1n

∥∥∥
Ψ
ι(r+1)
t+1n

))
dP t+1n

∝ exp

(
−1

2

(
−‖m‖Φ +

∥∥∥µβ(r+1)
t+1n

∥∥∥
Ψ
β(r+1)
t+1n

+ ‖P tn‖Λ(r)
n

+
∥∥∥µι(r)t+1n

∥∥∥
Ψ
ι(r+1)
t+1n

))
with

Φ−1 =
(
Ψ
β(r+1)
t+1n

)−1
+
(
Λ(r)
n

)−1
+
(
Ψ
ι(r+1)
t+1n

)−1

m = Φ

((
Ψ
β(r+1)
t+1n

)−1
µ
β(r+1)
t+1n +

(
Λ(r)
n

)−1
P tn +

(
Ψ
ι(r)
t+1n

)−1
µ
ι(r+1)
t+1n

)
The terms of the exponential depending on P tn are two (we do not take the −1

2

into account): the quadratic term

(P tn)>
((

Λ(r)
n

)−1
−
(
Λ(r)
n

)−1
Φ
(
Λ(r)
n

)−1)
P tn,

and the linear term

−2 (P tn)>
(
Λ(r)
n

)−1
Φ

((
Ψ
β(r+1)
t+1n

)−1
µ
β(r+1)
t+1n +

(
Ψ
ι(r+1)
t+1n

)−1
µ
ι(r+1)
t+1n

)
.

The quadratic term sets the covariance matrix of the distribution:

Ψ
β(r+1)
tn = Λ(r)

n +

((
Ψ
β(r+1)
t+1n

)−1
+
(
Ψ
ι(r+1)
t+1n

)−1)−1
(A.13)

Together with the linear term, we set the mean to:

µ
β(r+1)
tn = Ψ

β(r+1)
tn

(
Λ(r)
n

)−1
Φ

((
Ψ
β(r+1)
t+1n

)−1
µ
β(r+1)
t+1n +

(
Ψ
ι(r)
t+1n

)−1
µ
ι(r+1)
t+1n

)
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which can be simplified down to:

µ
β(r+1)
tn =

((
Ψ
β(r+1)
t+1n

)−1
+
(
Ψ
ι(r+1)
t+1n

)−1)−1((
Ψ
β(r+1)
t+1n

)−1
µ
β(r+1)
t+1n

+
(
Ψ
ι(r+1)
t+1n

)−1
µ
ι(r+1)
t+1n

)
(A.14)

Thus obtaining:

β (P tn) ∝ N
(
P tn;µ

β(r+1)
tn ,Ψ

β(r+1)
tn

)
(A.15)

The final marginal distribution By combining the forward and backward recur-

sions we get:

q (P tn) ∝ φ (P tn)β (P tn)

∝ N
(
P tn;µ

φ(r+1)
tn ,Ψ

φ(r+1)
tn

)
N
(
P tn;µ

β(r+1)
tn ,Ψ

β(r+1)
tn

)
which leads to:

q (P tn) = N
(
P tn;µ

(r+1)
tn ,Ψ

(r+1)
tn

)
(A.16)

with(
Ψ

(r+1)
tn

)−1
=
(
Ψ
β(r+1)
tn

)−1
+
(
Ψ
φ(r+1)
tn

)−1
(A.17)

µ
(r+1)
tn = Ψ

(r+1)
tn

((
Ψ
β(r+1)
tn

)−1
µ
β(r+1)
tn +

(
Ψ
φ(r+1)
tn

)−1
µ
φ(r+1)
tn

)
(A.18)

The coupled joint distribution When dealing with the M step, we will need the

distribution q (P tn,P t−1n) for the estimation of Λn. If we marginalize (A.5) with

respect to all variables except P tn and P t−1n, we obtain the well-known formula:

q (P tn,P t−1n) ∝ φ (P t−1n) ι (P tn)T (P tn,P t−1n)β (P tn)

∝ N
(
P t−1n;µ

φ(r+1)
t−1n ,Ψ

φ(r+1)
t−1n

)
N
(
P tn;µ

ι(r+1)
tn ,Ψ

ι(r+1)
tn

)
×

×N
(
P tn;P t−1n,Λ

(r)
n

)
N
(
P tn;µ

β(r+1)
tn ,Ψ

β(r+1)
tn

)

105



If we develop the terms in the exponential, we realize that the quadratic term is:

P>t−1n

((
Ψ
φ(r)
t−1n

)−1
+
(
Λ(r)
n

)−1)
P t−1n + P>tn

((
Ψ
ι(r+1)
tn

)−1
+
(
Λ(r)
n

)−1
+
(
Ψ
β(r+1)
tn

)−1)
P tn − 2P>t−1n

(
Λ(r)
n

)−1
P tn

leading to the following covariance matrix for the joint distribution:

Ψ
ζ(r+1)
tn =

 (
Ψ
ι(r+1)
tn

)−1
+
(
Λ

(r)
n

)−1
+
(
Ψ
β(r+1)
tn

)−1
−
(
Λ

(r)
n

)−1
−
(
Λ

(r)
n

)−1 (
Ψ
φ(r)
t−1n

)−1
+
(
Λ

(r)
n

)−1
−1

(A.19)

The linear term is:

− 2
(
µ
φ(r+1)
t−1n

)> (
Ψ
φ(r+1)
t−1n

)−1
P t−1n − 2

((
µ
β(r+1)
tn

)> (
Ψ
β(r+1)
tn

)−1
+
(
µ
ι(r+1)
tn

)> (
Ψ
ι(r+1)
tn

)−1)
P tn

and therefore set the mean of the joint distribution as:

µ
ζ(r+1)
tn = Ψ

ζ(r+1)
tn

 (
Ψ
β(r+1)
tn

)−1
µ
β(r+1)
tn +

(
Ψ
ι(r+1)
tn

)−1
µ
ι(r+1)
tn(

Ψ
φ(r+1)
t−1n

)−1
µ
φ(r+1)
t−1n


(A.20)

A.2 M step

The parameter π

Q
(
π, π(r)

)
=

T,Kt∑
t,k=1

Eq(Ztk) {ln p (Ztk|πtn)}

=

T,Kt∑
t,k=1

Eq(Ztk)

{
ln

N∏
n=1

πZtkntn

}

=

T,Kt∑
t,k=1

N∑
n=1

Eq(Ztk) {Ztkn} lnπtn

=

T,Kt∑
t,k=1

N∑
n=1

η
Z(r+1)

tkn lnπtn
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Now, we can choose between having equal or different parameters for each time

step and, in general, it depends on observations. So, we set the derivative of the

above function with respect to π to zero and rearranging we obtain the formula for

the parameter.

First case (different parameters):

∂Q
(
π, π(r)

)
∂πtn

=

Kt∑
k=1

η
Z(r+1)

tkn

1

πtn
= 0

and we obtain,

πtn =

Kt∑
k=1

η
Z(r+1)

tkn

Kt
(A.21)

Second case (equal parameters):

∂Q
(
π, π(r)

)
∂πn

=

Kt,T∑
k,t=1

η
Z(r+1)

tkn

1

πn
= 0

and we obtain,

πn =

Kt,T∑
k,t=1

η
Z(r+1)

tkn

T∑
t=1

Kt

(A.22)

The parameter Σ Secondly, we take into into account the second term of the

developed Q-function. So, we define:

Q
(
Σ,Ψ(r)

)
=

T,Kt∑
t,k=1

Eq(Ztk)q(P t) {ln p (f tk|Ztk,P t,Σ)}

=

T,Kt∑
t,k=1

Eq(P t)

{
N∑
m=1

ηtkm lnN (f tk;Ztk,P tm,Σtm)

}

=

N∑
m=1

T,Kt∑
t,k=1

ηtkmEq(P tm) {lnN (P tm;Ztk,f tk,Σtm)}
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and develop it,

Q
(
Σn,Ψ

(r)
)

=

T,Kt∑
t,k=1

ηtkn

[
1

2
ln |Σ−1tn | −

1

2

(
tr
(
Σ−1tn

(
Ψtn + µtmµ

T
tn

))
−2µ>tnΣ

−1
tn f tk + f tnΣ

−1
tn f tk

)]
It is worth to notice that the Σ is a symmetric matrix and before taking the deriva-

tive, we need to split the term −2µ>tnΣ
−1
tn f tk in order to obtain the correct one

later. Now, we take the derivative and set it to zero:

∂Q
Σn,Ψ

(r)

∂Σ−1n
=

1

2

Kt∑
k=1

ηktn

[
Σtn −

(
Ψtn + µtnµ

>
tn − µ>tnf tk − f tkµ>tn

+f tkf
>
tk

)]
= 0

Rearranging:

Σ
(r+1)

tn = Ψtn +

Kt∑
k=1

ηktn (µtn − f tk) (µtn − f tk)
>

Kt∑
k=1

ηktn

(A.23)

or

Σ
(r+1)

n =

T,Kt∑
t,k=1

ηktn

[
Ψtn + (µtn − f tk) (µtn − f tk)

>
]

T,Kt∑
t,k=1

ηktn

(A.24)
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The parameters Λn We will now derive the update equation for Λn. The terms

of the Q function related to the transition matrix are:

QΛn =
T∑
t=2

Eq(P tn,P t−1n) {ln p (P tn|P t−1n, θ)}

=
T∑
t=2

Eq(P tn,P t−1n) {lnN (P tn;P t−1n,Λn)}

Λn=
T∑
t=2

Eq(P tn,P t−1n)

{
ln |Λn|−1/2 − ‖P tn − P t−1n‖Λn

}
=

1

2

(
(T − 1) ln

∣∣∣(Λn)−1
∣∣∣− T∑

t=2

Eq(P tn,P t−1n)

{
‖P tn − P t−1n‖Λn

})
(A.25)

If we now analyse the expectation term:

Eq(P tn,P t−1n)

{
‖P tn − P t−1n‖Λn

}
= Eq(P tn,P t−1n)

{
P>tn (Λn)−1P tn − P>t−1n (Λn)−1P tn − P>tn (Λn)−1P t−1n

+P>t−1n (Λn)−1P t−1n

}
= Eq(P tn,P t−1n)

{
tr
(

(Λn)−1
[
P tnP

>
tn − P t−1nP

>
tn − P tnP

>
t−1n + P t−1nP

>
t−1n

])}
= tr

(
(Λn)−1

[
Eq(P tn,P t−1n)

{
P tnP

>
tn − P t−1nP

>
tn − P tnP

>
t−1n + P t−1nP

>
t−1n

}])
= tr

(
(Λn)−1 E(r+1)

tn

)
with E(r+1)

tn begin the energy matrix with the following expression:

E(r+1)
tn =

(
Ψ
ζ(r+1)
tn

)
11

+
(
µ
ζ(r+1)
tn

)
1

(
µ
ζ(r+1)
tn

)>
1

+
(
Ψ
ζ(r+1)
tn

)
22

+
(
µ
ζ(r+1)
tn

)
2

(
µ
ζ(r+1)
tn

)>
2
−
(
Ψ
ζ(r+1)
tn

)
12
−
(
µ
ζ(r+1)
tn

)
1

(
µ
ζ(r+1)
tn

)>
2

−
(
Ψ
ζ(r+1)
tn

)
21
−
(
µ
ζ(r+1)
tn

)
2

(
µ
ζ(r+1)
tn

)>
1
,

where the subscribes here denote the first half or the second half in the correspon-

dent dimension. Therefore, we can rewrite (A.25) as:

QΛn =
1

2

(
(T − 1) ln

∣∣∣(Λn)−1
∣∣∣− T∑

t=2

tr
(

(Λn)−1 E(r+1)
tn

))
.
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Taking now the derivative and cancelling it:

Λ(r+1)
n =

1

T − 1

T∑
t=2

E(r+1)
tn . (A.26)

We notice that if the matrices E(r+1)
tn are symmetric and positive definite, then

Λ
(r+1)
n will also be. From its definition it is obvious that they are symmetric. But

are they positive definite? Well, Let’s see. Let us first observe that the matrix

Ψ
ζ(r+1)
tn is positive definite. Indeed, its inverse is:

(
Ψ
ζ(r+1)
tn

)−1
= M + ∆⊗

 1 −1

−1 1

 .

begin M a block-diagonal matrix composed of two covariance matrices of the same

size as ∆, which is always a covariance matrix. We notice that for any x =

(x>1 ,x
>
2 )>:

x>
(
Ψ
ζ(r+1)
tn

)−1
x =

x>Mx+ x>∆⊗

 1 −1

−1 1

x > x̃>∆⊗
 1 1

1 1

 x̃ ≥ 0

with x̃ = (x>1 ,−x>2 )>. Because Ψ
ζ(r+1)
tn is symmetric and positive definite,

Ψ
ζ(r+1)
tn + µ

ζ(r+1)
tn

(
µ
ζ(r+1)
tn

)>
is also symmetric and positive definite. It is easy

to see that, for any symmetric and positive definite matrix P =

 P11 P12

P>12 P22

 the

matrix P11 + P22 − P12 − P>12 is also positive definite. Indeed, for a given vector

y we notice that:

y>
(

P11 + P22 − P12 − P>12
)
y =

 y

−y

> P

 y

−y

 > 0,

because P is a positive definite. Therefore, E(r+1)
tn are symmetric and positive

definite matrices and in all, Λ(r+1)
n is also.
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The parameters (νn,Ωn) Finally, we evaluate the 4th term of the developed Q-

function.

From A.16 and A.18, we already know as well:

q (P 1n) = N
(
P 1n;µ

(r+1)
1n ,Ψ

(r+1)
1n

)
and we define and develop

=
N∑
n=1

Eq(P 1n) {ln p (P 1n|νn,Ωn)}

=

N∑
n=1

Eq(P 1n) {lnN (P 1n;νn,Ωn)}

=
N∑
n=1

Eq(P 1n)

{
− ln 2πD/2 +

1

2
ln
∣∣∣(Ωn)−1

∣∣∣− 1

2

[
(P 1n − νn)>Ωn (P 1n − νn)

]}

= − ln 2πD/2 +
N∑
n=1

[
1

2
ln
∣∣∣(Ωn)−1

∣∣∣− 1

2
Eq(P 1n)

{
(P 1n − νn)>Ωn (P 1n − νn)

}]

= − ln 2πD/2 +
N∑
n=1

[
1

2
ln
∣∣∣(Ωn)−1

∣∣∣− 1

2

[
tr
(
Ω−1n

(
Ψ

(r+1)
1n + µ

(r+1)
1n

(
µ
(r+1)
1n

)>))
−2
(
µ
(r+1)
1n

)>
Ω−1n νn + ν>nΩ

−1
n νn

]]
To compute (νn,Ωn), we set the derivative of the above function with respect to

each of the parameters to zero and rearranging, we obtain the formulas.

∂Qνn,Ωn
∂νn

= −2Ω−1n

(
µ
(r+1)
1n

)
+ 2Ω−1n νn = 0

νn = µ
(r+1)
1n (A.27)

∂Qνn,Ωn
∂Ω−1n

=
Ωn

2
− 1

2

[
Ψ

(r+1)
1n + µ

(r+1)
1n

(
µ
(r+1)
1n

)>
− 2µ

(r+1)
1n ν>n + νnν

>
n

]
= 0

Ωn = Ψ
(r+1)
1n + µ

(r+1)
1n

(
µ
(r+1)
1n

)>
− 2µ

(r+1)
1n ν>n + νnν

>
n

(A.27)
= Ψ

(r+1)
1n

(A.28)
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Appendix B

Derivation of EM: Clutter

In chapter 3, we described a first extension of the proposed method: we mod-

elled the clutter. Here, we show the complete derivations of all formulas for the

Expectation-Maximization algorithm.

The Clutter Model

Observations

F tk|Ztk = n,P t ∼

 N (F tk;P tn,Σn) if n ≤ N

U (F tk;A) if n = N + 1

where A is the area taken into account, with width and height fixed.

Assignment variables

Ztk ∼M (Ztk;N + 1,πt) .



EM algorithm

E-Z step

η
(r+1)
tkn = q (Ztk = n)

∝ exp
(

ln p (Ztk = n) + Eq(Sn)
{

ln p
(
f tk|Ztk = n,Sn, θ

(r)
)})

(B.1)

∝

 πtn exp
(

Eq(Stn)
{

lnN
(
f tk;Stn,Σ

(r)
tn

)})
if n ≤ N

πtn exp
(
Eq(Stn) {lnU (f tk; a, b)}

)
if n = N + 1

(B.2)

∝


πtn exp

[
− ln

∣∣∣Σ(r)
tn

∣∣∣ 12 − 1
2 tr
((

Σ
(r)
tn

)−1(
Ψ

(r)
tn + µ

(r)
tn

(
µ
(r)
tn

)>))
−

1
2

(
f tk − 2µ

(r)
tn

)> (
Σ

(r)
tn

)−1
f tk

]
if n ≤ N

πtn
1
|A| if n = N + 1

(B.3)

where |A| is the area taken into account.

M step

In the the M step, the expected complete-data log-likelihood function, recalling

below, and factorization done are not affected by the adding of the clutter, except

for the parameter π.

Q
(
θ, θ(r)

)
=

T,Kt∑
t,k=1

Eq(Ztk) {ln p (Ztk|θ)}+ Eq(Ztk)q(P t) {ln p (f tk|Ztk,P t, θ)}+

+
N∑
n=1

T∑
t=2

Eq(P tn,P t−1n) {ln p (P t−1n|P tn, θ)}+

+
N∑
n=1

Eq(P 1n) {ln p (P 1n|θ)} (B.4)

We can notice the function consists of four terms in which the uniform distribution

appears during derivations, but it can be ignored after taking the derivative.
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The parameter π

From the equation B.4, we can define:

Q
(
π, π(r)

)
=

T,Kt∑
t,k=1

Eq(Ztk) {ln p (Ztk|πtn)}

=

T,Kt∑
t,k=1

Eq(Ztk)

{
ln
N+1∏
n=1

πZtkntn

}

=

T,Kt∑
t,k=1

N+1∑
n=1

Eq(Ztk) {Ztkn} lnπtn

=

T,Kt∑
t,k=1

N+1∑
n=1

η
Z(r+1)

tkn lnπtn (B.5)

Unlikely the initial method, now this term takes into account an extra class, which

coincides with the clutter.

In order to obtain formula of the model’s parameter π, we have to set the derivative

of the previous term to zero and rearranging by means of appropriate Lagrange

multiplier. We can take into account two cases of the parameter: time-invariant

and time-dependant.

Time-invariant parameters

∂Q
(
π, π(r)

)
∂πn

=

Kt,T∑
k,t=1

η
Z(r+1)

tkn

1

πn
= 0 ⇒ πn =

Kt,T∑
k,t=1

η
Z(r+1)

tkn

T∑
t=1

Kt

(B.6)

Time-dependant parameters

∂Q
(
π, π(r)

)
∂πtn

=

Kt∑
k=1

η
Z(r+1)

tkn

1

πtn
= 0 ⇒ πtn =

Kt∑
k=1

η
Z(r+1)

tkn

Kt
(B.7)
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Appendix C

Derivation of EM: Velocity

In chapter 3, we described an extension of the proposed model with the intro-

duction of the velocity. Here, we report the complete derivations of all presented

formulas.

C.1 The Velocity Model

Sources

P tn|P t−1,n ∼ N
(
P tn;P t−1,n + V tn,Λ

P
n

)
V tn|V t−1,n ∼ N

(
V tn;V t−1,n,Λ

V
n

)
These two formulas can be combined in order to deal with only one Gaus-

sian: P t,n

V t,n

∣∣∣∣∣
 P t−1,n

V t−1,n

 ∼ N
 P t,n

V t,n

 ; A

 P t−1,n

V t−1,n

 ,Λ


As far as concerned the covariance matrix Λ, we describe it in chapter 3 and

a proof of its invertibility is shown in appendix D.

In all the set of parameters is:

θ =
{
νVn ,Ω

V
n ,Λ

V
n

}N
n=1︸ ︷︷ ︸

θV

∪
{
νPn ,Ω

P
n ,Λ

P
n

}N
n=1︸ ︷︷ ︸

θP

∪{πt}Tt=1︸ ︷︷ ︸
θπ

∪{Σt,n}T,Nt,n=1︸ ︷︷ ︸
θf



C.2 EM Algorithm

The Q function We report here the expected complete-data log-likelihood func-

tion:

Q
(
θ, θ(r)

)
= Ep(Z,P ,V |f ,θ(r)) {ln p (Z,P ,V ,f |θ)} . (C.1)

As far as concerned this functions, all considerations, such as closed-form which is

non computationally tractable, variational approach and E-Z step, were done in the

chapter 3. Here, we go in detail of E-S step and M step with respectively formulas.

C.2.1 Expectation step

E-S step

In this step we want to compute q(P n,V n), to further on compute q(P t,n,V t,n).

Using the proposed factorization we know that:

q (P n,V n) ∝ exp
(

Eq(P 1:N\n,V 1:N\n)q(Z)

{
ln p

(
f , Z,P ,V |θ(r)

)})
.

Let us first analyse the term inside the expectation:

ln p
(
f , Z,P ,V |θ(r)

)
= ln

(
p
(
f |P ,V , Z, θ(r)

)
p
(
P |V , θ(r)

)
p
(
V |θ(r)

)
p
(
Z|θ(r)

))
.

We notice that the last term does not depend neither on P n nor on V n, and can

therefore be removed from the computation. As well, p
(
f |P ,V , Z, θ(r)

)
does not

depend on V , and can be simplify in p
(
f |P , Z, θ(r)

)
. Similarly, because p (P )

and p (V ) are separable on n, we can remove all other sources:

q (P n,V n) ∝ p
(
V n|θ(r)

)
p
(
P n|V n, θ

(r)
)
∗

∗ exp
(

Eq(P 1:N\n,V 1:N\n)q(Z)

{
ln p

(
f |Z,P , θ(r)

)})
.(C.2)

As far as concerned the expectation in C.2, the computation is the same as we

did for the model that takes only positions into account (see appendix A). Here, we

report only the result:

Eq(P 1:N\n)q(Z)

{
ln p

(
f |Z,P , θ(r)

)}
Pn=

T,Kt∑
t,k=1

lnN

f t,k;P t,n,
Σ

(r)
t,n

η
(r+1)
t,k,n


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As regards the other probabilities in C.2, we can make some considerations:

p
(
V n|θ(r)

)
∼ N

(
V 1,n;νV

(r)

n ,ΩV (r)

n

) T∏
t=2

N
(
V t,n;V t−1,n,Λ

V (r)

n

)
(C.3)

p
(
P n|V n, θ

(r)
)
∼ N

(
P 1,n;νP

(r)

n + V 1,n,Ω
P (r)

n

)
∗

∗
T∏
t=2

N
(
P t,n;P t−1,n + V t,n,Λ

P (r)

n

)
∼ N

(
P 1,n;νP

(r)

n ,ΩP (r)

n

)
∗

∗
T∏
t=2

N
(
P t,n;P t−1,n + V t,n,Λ

P (r)

n

)
(C.4)

We can consider initialization independent for both positions and velocities,

and this is the reason why we ignore the dependence on V for the first time step

in C.3 and C.4. Besides, we can combined them for convenience in the following

one:

p
(
P n,V n|θ(r)

)
∼ N

 P 1,n

V 1,n

 ;ν
(r)

n ,Ω
(r)

n

 ∗
∗

T∏
t=2

N

 P t,n

V t,n

 ; A

 P t−1,n

V t−1,n

 ,Λ

 (C.5)

with

ν
(r)

n =

 νP
(r)

n

νV
(r)

n

 and Ω
(r)

n =

ΩP (r)

n 0

0 ΩV (r)

n



From here, we denote

 P t,n

V t,n

 with St,n.

Replacing all above results into (C.2) we write:

q (Sn) ∝ N
(
S1,n;ν

(r)

n ,Ω
(r)

n

) T∏
t=2

N (St,n; ASt−1,n,Λ) ∗

∗
T∏
t=1

Kt∏
k=1

N

f t,k;P t,n,
Σ

(r)
t,n

η
(r+1)
t,k,n

 (C.6)

119



In order to keep the dimensions consistent, we write:

Kt∏
k=1

N

f t,k;P t,n,
Σ

(r)
n

η
(r+1)
t,k,n

 Pn∝ N
(
S1,n;µ

ι(r+1)
t,n ,Ψ

ι(r+1)
t,n

)
,

with (
Ψ
ι(r+1)
t,n

)−1
=

 (∑Kt
k=1 η

(r+1)
t,k,n

)(
Σ

(r)
t,n

)−1
0

0 0



µ
ι(r+1)
t,n =



Kt∑
k=1

η
(r+1)
t,k,n f t,k

Kt∑
k=1

η
(r+1)
t,k,n

?


.

Since we have no knowledge about velocity, we want zero value in the precision

matrix and this results in infinity values into Ψ
ι(r+1)
t,n , which is a block matrix (see

[Petersen and Pedersen, 2012]). Due to zero values in precision matrix, we can

assign every values to the block referring to velocity in µι(r+1)
t,n . Finally, (C.6)

rewrites:

q (Sn) ∝ N
(
S1,n;ν

(r)

n ,Ω
(r)

n

) T∏
t=2

N (St,n; ASt−1,n,Λ) ∗

∗
T∏
t=1

N
(
St,n;µ

ι(r+1)
t,n ,Ψ

ι(r+1)
t,n

)
(C.7)

At the light of this result, we are certain that q(Sn) is a multivariate normal. Be-

cause of the temporal term, it is not obvious to extract q(St,n) from here. Direct

marginalization will naturally lead to forward-backward recursions.

The marginal distribution - forward/backward Let us compute q(St,n), by

marginalizing (C.7):

q (Sn) ∝
∫
N
(
S1,n;ν

(r)

n ,Ω
(r)

n

) T∏
s=2

N (Ss,n; ASs−1,n,Λ) ∗

∗
T∏
s=1

N
(
Ss,n;µι(r+1)

s,n ,Ψι(r+1)
s,n

)
dS1:t\s,n
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We can rewrite this marginalization into a product of two marginalizations repre-

senting the past and the future with respect to St,n:

q (Sn) ∝
∫
N
(
S1,n;ν

(r)

n ,Ω
(r)

n

) t∏
s=2

N (St,n; ASs−1,n,Λ) ∗

∗
t∏

s=1

N
(
St,n;µι(r+1)

s,n ,Ψι(r+1)
s,n

)
dS1:t−1,n ∗ (C.8)

∗
∫ T∏

s=t+1

N (Ss,n; ASs−1,n,Λ) ∗

∗
T∏

s=t+1

N
(
Ss,n;µι(r+1)

s,n ,Ψι(r+1)
s,n

)
dSt+1:t,n (C.9)

The quantity on (C.8) will be denoted φ (St,n) and the one on (C.9), β (St,n). With

this notation we can get forward-backward recursions for φ and β:

φ (St,n) = N
(
St,n;µ

ι(r+1)
t,n ,Ψ

ι(r+1)
t,n

)∫
φ (St−1,n)N (St,n; ASt−1,n,Λ) dSt−1,n

(C.10)

β (St,n) =

∫
β (St+1,n)N (St+1,n; ASt,n,Λ)N

(
St+1,n;µ

ι(r+1)
t+1,n ,Ψ

ι(r+1)
t+1,n

)
dSt+1,n

(C.11)

We will now compute the recursions for φ and β. Let us assume that φ (St−1,n)

and β (St+1,n) are Gaussian and compute φ (St,n) and β (St,n) from them. There-

fore, we set

φ (St−1,n) = N
(
St−1,n;µ

φ(r+1)
t−1,n ,Ψ

φ(r+1)
t−1,n

)
β (St+1,n) = N

(
St+1,n;µ

β(r+1)
t+1,n ,Ψ

β(r+1)
t+1,n

)
Forward recursion

φ(St,n) ∝ N
(
St,n;µ

ι(r+1)
t,n ,Ψ

ι(r+1)
t,n

)
∗∫

N
(
St−1,n;µ

φ(r+1)
t−1,n ,Ψ

φ(r+1)
t−1,n

)
N
(
St,n; ASt−1,n,Λ(r)

n

)
dSt−1,n

∝ N
(
St,n;µ

ι(r+1)
t,n ,Ψ

ι(r+1)
t,n

)
N
(
St,n; Aµφ(r+1)

t−1,n ,AΨ
φ(r+1)
t−1,n A> + Λ(r)

n

)
∝ N

(
St,n;µ

φ(r+1)
t,n ,Ψ

φ(r+1)
t,n

)
(C.12)
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where (
Ψ
φ(r+1)
t,n

)−1
=
(
Ψ
ι(r+1)
t,n

)−1
+
(

AΨ
φ(r+1)
t−1,n A> + Λ(r)

n

)−1
µ
φ(r+1)
t,n = Ψ

φ(r+1)
t,n

((
Ψ
ι(r+1)
t,n

)−1
µ
ι(r+1)
t,n +

(
Ψ
φ(r+1)
t−1,n A> + A−1Λ(r)

n

)−1
µ
φ(r+1)
t−1,n

)

Backward recursion

β (St,n) ∝
∫
N
(
St+1,n;µ

β(r+1)
t+1,n ,Ψ

β(r+1)
t+1,n

)
N
(
St+1,n; ASt,n,Λ(r)

n

)
∗

∗N
(
St+1,n;µ

ι(r+1)
t+1,n ,Ψ

ι(r+1)
t+1,n

)
dSt+1,n

∝
∫
N (St+1,n;m,Φ) exp

(
−1

2

(
−‖m‖Φ +

∥∥∥µβ(r+1)
t+1,n

∥∥∥
Ψ
β(r+1)
t+1,n

+

+ ‖ASt,n‖Λ(r)
n

+
∥∥∥µι(r)t+1,n

∥∥∥
Ψ
ι(r+1)
t+1,n

))
dSt+1,n

∝ exp

(
−1

2

(
−‖m‖Φ +

∥∥∥µβ(r+1)
t+1,n

∥∥∥
Ψ
β(r+1)
t+1,n

+ ‖ASt,n‖Λ(r)
n

+

+
∥∥∥µι(r)t+1,n

∥∥∥
Ψ
ι(r+1)
t+1,n

))
(C.13)

with

Φ−1 =
(
Ψ
β(r+1)
t+1,n

)−1
+
(
Λ(r)
n

)−1
+
(
Ψ
ι(r+1)
t+1,n

)−1
m = Φ

((
Ψ
β(r+1)
t+1,n

)−1
µ
β(r+1)
t+1,n +

(
Λ(r)
n

)−1
ASt,n +

(
Ψ
ι(r)
t+1,n

)−1
µ
ι(r+1)
t+1,n

)
The terms of the exponential depending on St,n are two (we do not take the −1

2

into account): the quadratic term

(St,n)>A>
((

Λ(r)
n

)−1
−
(
Λ(r)
n

)−1
Φ
(
Λ(r)
n

)−1)
ASt,n,

and the linear term

−2 (St,n)>A>
(
Λ(r)
n

)−1
Φ

((
Ψ
β(r+1)
t+1,n

)−1
µ
β(r+1)
t+1,n +

(
Ψ
ι(r+1)
t+1,n

)−1
µ
ι(r+1)
t+1,n

)
.

The quadratic term sets the covariance matrix of the distribution:

Ψ
β(r+1)
t,n = A−1

(
Λ(r)
n +

((
Ψ
β(r+1)
t+1,n

)−1
+
(
Ψ
ι(r+1)
t+1,n

)−1)−1)(
A>
)−1

.

(C.14)
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Together with the linear term, we set the mean to:

µ
β(r+1)
t,n = Ψ

β(r+1)
t,n A>

(
Λ(r)
n

)−1
Φ ∗

∗
((

Ψ
β(r+1)
t+1,n

)−1
µ
β(r+1)
t+1,n +

(
Ψ
ι(r)
t+1,n

)−1
µ
ι(r+1)
t+1,n

)
= A−1

((
Ψ
β(r+1)
t+1,n

)−1
+
(
Ψ
ι(r+1)
t+1,n

)−1)−1
∗

∗
((

Ψ
β(r+1)
t+1,n

)−1
µ
β(r+1)
t+1,n +

(
Ψ
ι(r+1)
t+1,n

)−1
µ
ι(r+1)
t+1,n

)
(C.15)

Thus obtaining:

β (St,n) ∝ N
(
St,n;µ

β(r+1)
t,n ,Ψ

β(r+1)
t,n

)
(C.16)

The final marginal distribution By combining the forward and backward recur-

sions we get:

q (St,n) ∝ φ (St,n)β (St,n)

∝ N
(
St,n;µ

φ(r+1)
t,n ,Ψ

φ(r+1)
t,n

)
N
(
St,n;µ

β(r+1)
t,n ,Ψ

β(r+1)
t,n

)
which leads to:

q (St,n) = N
(
St,n;µ

(r+1)
t,n ,Ψ

(r+1)
t,n

)
(C.17)

with (
Ψ

(r+1)
t,n

)−1
=
(
Ψ
β(r+1)
t,n

)−1
+
(
Ψ
φ(r+1)
t,n

)−1
(C.18)

µ
(r+1)
t,n = Ψ

(r+1)
t,n

((
Ψ
β(r+1)
t,n

)−1
µ
β(r+1)
t,n +

(
Ψ
φ(r+1)
t,n

)−1
µ
φ(r+1)
t,n

)
(C.19)

The coupled joint distribution When dealing with the M step, we will need the

distribution q (St,n,St−1,n) for the estimation of Λn. If we marginalize (C.7) with

respect to all variables except St,n and St−1,n, we obtain the well-known formula:

q (St,n,St−1,n) ∝ φ (St−1,n) ι (St,n)T (St,n,St−1,n)β (St,n)

∝ N
(
St−1,n;µ

φ(r+1)
t−1,n ,Ψ

φ(r+1)
t−1,n

)
N
(
St,n;µ

ι(r+1)
t,n ,Ψ

ι(r+1)
t,n

)
∗

∗N
(
St,n; ASt−1,n,Λ(r)

n

)
N
(
St,n;µ

β(r+1)
t,n ,Ψ

β(r+1)
t,n

)
.(C.20)
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If we develop the terms in the exponential, we realize that the quadratic term is:

P>t−1,n

((
Ψ
φ(r)
t−1,n

)−1
+ A>

(
Λ(r)
n

)−1
A
)
P t−1,n+

+ P>t,n

((
Ψ
ι(r+1)
t,n

)−1
+
(
Λ(r)
n

)−1
+
(
Ψ
β(r+1)
t,n

)−1)
P t,n−

− 2P>t−1,n

(
Λ(r)
n

)−1
AP t,n

leading to the following covariance matrix for the joint distribution:

Ψ
ζ(r+1)
t,n =


(
Ψ
ζ(r+1)
t,n

)
11

(
Ψ
ζ(r+1)
t,n

)
12(

Ψ
ζ(r+1)
t,n

)
21

(
Ψ
ζ(r+1)
t,n

)
22


−1

(C.21)

with (
Ψ
ζ(r+1)
t,n

)
11

=
(
Ψ
ι(r+1)
t,n

)−1
+
(
Λ(r)
n

)−1
+
(
Ψ
β(r+1)
t,n

)−1
(
Ψ
ζ(r+1)
t,n

)
12

= −
(
Λ(r)
n

)−1
A(

Ψ
ζ(r+1)
t,n

)
21

= −
(
Λ(r)
n

)−1
A(

Ψ
ζ(r+1)
t,n

)
22

=
(
Ψ
φ(r)
t−1,n

)−1
+ A>

(
Λ(r)
n

)−1
A

The linear term is:

− 2

((
µ
β(r+1)
t,n

)> (
Ψ
β(r+1)
t,n

)−1
+
(
µ
ι(r+1)
t,n

)> (
Ψ
ι(r+1)
t,n

)−1)
St,n−

− 2
(
µ
φ(r+1)
t−1,n

)> (
Ψ
φ(r+1)
t−1,n

)−1
St−1,n

and therefore set the mean of the joint distribution as:

µ
ζ(r+1)
t,n = Ψ

ζ(r+1)
t,n

 (
Ψ
β(r+1)
t,n

)−1
µ
β(r+1)
t,n +

(
Ψ
ι(r+1)
t,n

)−1
µ
ι(r+1)
t,n(

Ψ
φ(r+1)
t−1,n

)−1
µ
φ(r+1)
t−1,n


(C.22)

Here, we make some considerations. The coupled joint distribution following a

Gaussian distribution:

q (St,n,St−1,n) ∝ N

 St,n

St−1,n

 ;µ
ζ(r+1)
t,n ,Ψ

ζ(r+1)
t,n

 (C.23)
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with

 St,n

St−1,n

 =


P t,n

V t,n

P t−1,n

V t−1,n

 , µ
ζ(r+1)
t,n =



(
µ
ζ(r+1)
t,n

)
1(

µ
ζ(r+1)
t,n

)
2(

µ
ζ(r+1)
t,n

)
2(

µ
ζ(r+1)
t,n

)
4


and

Ψ
ζ(r+1)
t,n =



(
Ψ
ζ(r+1)
t,n

)
11

(
Ψ
ζ(r+1)
t,n

)
12

(
Ψ
ζ(r+1)
t,n

)
13

(
Ψ
ζ(r+1)
t,n

)
14(

Ψ
ζ(r+1)
t,n

)
21

(
Ψ
ζ(r+1)
t,n

)
22

(
Ψ
ζ(r+1)
t,n

)
23

(
Ψ
ζ(r+1)
t,n

)
24(

Ψ
ζ(r+1)
t,n

)
31

(
Ψ
ζ(r+1)
t,n

)
32

(
Ψ
ζ(r+1)
t,n

)
33

(
Ψ
ζ(r+1)
t,n

)
34(

Ψ
ζ(r+1)
t,n

)
41

(
Ψ
ζ(r+1)
t,n

)
42

(
Ψ
ζ(r+1)
t,n

)
43

(
Ψ
ζ(r+1)
t,n

)
44


Indeed, all these parameters are block matrices.

C.2.2 Maximization step

In the M step, we have to evaluate the new model’s parameters from the expected

complete-data log-likelihood function:

θ(r+1) = arg max
θ
Q
(
θ, θ(r)

)
.

The developed Q-function Starting from the expected complete-data log-likelihood

function and the factorization done in the previous step, we can write the first one

in the following way:

Q
(
θ, θ(r)

)
= Eq(Zt,k)q(St) {ln p (Z,St,f |θ)}

=

T,Kt∑
t,k=1

Eq(Ztk) {ln p (Ztk|θ)}+ Eq(Ztk)q(St) {ln p (f tk|Ztk,St, θ)}+

+
N∑
n=1

T∑
t=2

Eq(P t,n,P t−1,n) {ln p (P t−1,n|P t,n, θ)}+

+
N∑
n=1

Eq(P 1,n) {ln p (P 1,n|θ)} (C.24)
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In C.24 there is a linear combination of four terms in which each depends on only

one different parameter: taking the derivative with respect to one parameter, only

one term is taken into account and the others are skipped, because they become

zero. Since the first two terms do not depend on S, their evaluation is totally equal

to results found for the model with only positions. Neverthless, we report here their

definitions and results, and we compute the remains parameters.

The parameter π

Q
(
π, π(r)

)
=

T,Kt∑
t,k=1

Eq(Zt,k) {ln p (Zt,k|πt,n)} =⇒ πt,n =

Kt∑
k=1

η
Z(r+1)

t,k,n

Kt

The parameter Σ

Q
(
Σ,Ψ(r)

)
=

T,Kt∑
t,k=1

Eq(Zt,k)q(P t)
{

ln p
(
f t,k|Zt,k,P t,Σ

)}

⇓

Σ
(r+1)

t,n = Ψt,n +

Kt∑
k=1

ηt,k,n
(
µt,n − f t,k

) (
µt,n − f t,k

)>
Kt∑
k=1

ηt,k,n
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The parameters ΛP
n and ΛV

n We will now derive the update equations for ΛP
n

and ΛV
n . The terms of C.24 related to the transition matrix are:

QΛPn ,Λ
V
n

=

T∑
t=2

Eq(St,n,St−1,n) {ln p (St,n|St−1,n, θ)}

=
T∑
t=2

Eq(St,n,St−1,n) {lnN (St,n; ASt−1,n,Λn)}

ΛPn ,Λ
V
n=

T∑
t=2

Eq(St,n,St−1,n)

{
ln |Λn|−1/2 − ‖St,n − ASt−1,n‖Λn

}
= −1

2

(
(T − 1) ln |Λn|+

T∑
t=2

Eq(St,n,ASt−1,n)

{
‖St,n − ASt−1,n‖Λn

})
(C.25)

First of all, we analyze:

ln |Λn| = − ln
∣∣∣(Λn)−1

∣∣∣ = − ln
(∣∣∣(ΛS

n

)−1∣∣∣ ∗ ∣∣∣(ΛV
n

)−1∣∣∣) = ln
(∣∣ΛS

n

∣∣ ∗ ∣∣ΛV
n

∣∣)
= ln

∣∣ΛS
n

∣∣+ ln
∣∣ΛV

n

∣∣
Then,

ASt−1,n = A

 P t−1,n

V t−1,n

 =

 P t−1,n + V t−1,n

V t−1,n



⇒ (St,n − ASt−1,n)> (Λn)−1 (St,n − ASt−1,n) =

=

 P t,n

V t,n

−
 P t−1,n + V t−1,n

V t−1,n

> (
ΛS
n

)−1 −
(
ΛS
n

)−1
−
(
ΛS
n

)−1 (
ΛS
n

)−1
+
(
ΛV
n

)−1
 ∗

∗

 St,n

V t,n

−
 St−1,n + V t−1,n

V t−1,n

 =

= (P t,n − P t−1,n − V t−1,n)>
(
ΛP
n

)−1
(P t,n − P t−1,n − V t−1,n)−

− 2 (P t,n − P t−1,n − V t−1,n)>
(
ΛP
n

)−1
(V t,n − V t−1,n) +

+ (V t,n − V t−1,n)>
((

ΛP
n

)−1
+
(
ΛV
n

)−1)
(V t,n − V t−1,n)
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We now take the expectations:

tr
((

ΛS
n

)−1 ES
(r+1)

t,n

)
+ tr

((
ΛV
n

)−1 EV
(r+1)

t,n

)
with ES(r+1)

t,n and EV (r+1)

t,n being the energy matrices with the following expression:

EP
(r+1)

t,n =Q11
t,n + Q33

t,n + Q44
t,n − 2Q13

t,n − 2Q14
t,n + 2Q34

t,n − 2Q12
t,n + 2Q14

t,n+

+ 2Q23
t,n − 2Q34

t,n + 2Q24
t,n − 2Q44

t,n + Q44
t,n + Q22

t,n − 2Q24
t,n =

=Q11
t,n + Q33

t,n + Q22
t,n − 2Q13

t,n − 2Q12
t,n + 2Q23

t,n =

=
(
Ψ
ζ(r+1)
t,n

)
11

+
(
µ
ζ(r+1)
t,n

)
1

(
µ
ζ(r+1)
t,n

)>
1

+
(
Ψ
ζ(r+1)
t,n

)
22

+

+
(
µ
ζ(r+1)
t,n

)
2

(
µ
ζ(r+1)
t,n

)>
2

+
(
Ψ
ζ(r+1)
t,n

)
33

+
(
µ
ζ(r+1)
t,n

)
3

(
µ
ζ(r+1)
t,n

)>
3
−

−
(
Ψ
ζ(r+1)
t,n

)
12
−
(
Ψ
ζ(r+1)
t,n

)
21
−
(
Ψ
ζ(r+1)
t,n

)
13
−
(
Ψ
ζ(r+1)
t,n

)
31
−

−
(
µ
ζ(r+1)
t,n

)
1

(
µ
ζ(r+1)
t,n

)>
2
−
(
µ
ζ(r+1)
t,n

)
2

(
µ
ζ(r+1)
t,n

)>
1
−

−
(
µ
ζ(r+1)
t,n

)
3

(
µ
ζ(r+1)
t,n

)>
1
−
(
µ
ζ(r+1)
t,n

)
1

(
µ
ζ(r+1)
t,n

)>
3

+

+
(
Ψ
ζ(r+1)
t,n

)
23

+
(
µ
ζ(r+1)
t,n

)
2

(
µ
ζ(r+1)
t,n

)>
3

+
(
Ψ
ζ(r+1)
t,n

)
32

+

+
(
µ
ζ(r+1)
t,n

)
3

(
µ
ζ(r+1)
t,n

)>
2

EV
(r+1)

t,n =
(
Ψ
ζ(r+1)
t,n

)
22

+
(
µ
ζ(r+1)
t,n

)
2

(
µ
ζ(r+1)
t,n

)>
2

+
(
Ψ
ζ(r+1)
t,n

)
44

+

+
(
µ
ζ(r+1)
t,n

)
4

(
µ
ζ(r+1)
t,n

)>
4
−
(
Ψ
ζ(r+1)
t,n

)
14
−
(
Ψ
ζ(r+1)
t,n

)
41
−

−
(
µ
ζ(r+1)
t,n

)
1

(
µ
ζ(r+1)
t,n

)>
4
−
(
µ
ζ(r+1)
t,n

)
4

(
µ
ζ(r+1)
t,n

)>
1

where the subscribes here denote the quarter in the correspondant dimension. There-

fore, we can rewrite (C.25) as:

QΛPn ,Λ
V
n

=
1

2

(
(T − 1) ln

∣∣∣(ΛP
n

)−1∣∣∣− T∑
t=2

tr
((

ΛP
n

)−1 ES
(r+1)

t,n

)
+

+(T − 1) ln
∣∣∣(ΛV

n

)−1∣∣∣− T∑
t=2

tr
((

ΛV
n

)−1 EV
(r+1)

t,n

))
(C.26)
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Taking now the derivative with respect to ΛP
n and ΛV

n respectively and cancelling

it:

ΛP (r+1)

n =
1

T − 1

T∑
t=2

EP
(r+1)

t,n (C.27)

ΛV (r+1)

n =
1

T − 1

T∑
t=2

EV
(r+1)

t,n (C.28)

The parameters
(
νPn ,Ω

P
n ,ν

V
n ,Ω

V
n

)
Finally, we evaluate the 4th term of the

developed Q-function C.24.

From C.17, we already know:

q (S1,n) = N
(
S1,n;µ

(r+1)
1,n ,Ψ

(r+1)
1,n

)
and we define and develop

QνPn ,ΩPn ,νVn ,ΩVn =
N∑
n=1

Eq(S1,n) {ln p (S1,n|νn,Ωn)}

=
N∑
n=1

Eq(S1,n) {lnN (S1,n;νn,Ωn)}

=
N∑
n=1

Eq(S1,n)

{
− ln 2πD/2 +

1

2
ln
∣∣∣(Ωn)−1

∣∣∣−
−1

2

[
(S1,n − νn)> (Ωn)−1 (S1,n − νn)

]}
=− ln 2πD/2 +

N∑
n=1

[
1

2
ln
∣∣∣(Ωn)−1

∣∣∣−
−1

2
Eq(S1,n)

{
(S1,n − νn)> (Ωn)−1 (S1,n − νn)

}]
=− ln 2πD/2 +

N∑
n=1

[
1

2
ln
∣∣∣(Ωn)−1

∣∣∣−
−1

2

[
tr
(
Ω−1n

(
Ψ

(r+1)
1,n + µ

(r+1)
1,n

(
µ
(r+1)
1,n

)>))
−

−2
(
µ
(r+1)
1,n

)>
Ω−1n νn + ν>nΩ

−1
n νn

]]
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First of all, recalling that Ωn is a block diagonal matrix:

Ωn =

 ΩP
n 0

0 ΩV
n

 ⇒ (Ωn)−1 =

 (
ΩP
n

)−1
0

0
(
ΩV
n

)−1


and we now analyze the two terms inside the summation,

ln
∣∣∣(Ωn)−1

∣∣∣ = ln
(∣∣∣(ΩP

n

)−1∣∣∣ ∣∣∣(ΩV
n

)−1∣∣∣) = ln
∣∣∣(ΩP

n

)−1∣∣∣+ ln
∣∣∣(ΩV

n

)−1∣∣∣
and

tr
(
Ω−1n

(
Ψ

(r+1)
1,n + µ

(r+1)
1,n

(
µ
(r+1)
1,n

)>))
− 2

(
µ
(r+1)
1,n

)>
Ω−1n νn + ν>nΩ

−1
n νn =

=tr
((

ΩP
n

)−1((
Ψ

(r+1)
1,n

)
11

+
(
µ
(r+1)
1,n

)
1

((
µ
(r+1)
1,n

)
1

)>))
−

− 2
((
µ
(r+1)
1,n

)
1

)> (
ΩP
n

)−1
νPn +

(
νPn
)> (

ΩP
n

)−1
νPn+

+ tr
((

ΩV
n

)−1((
Ψ

(r+1)
1,n

)
22

+
(
µ
(r+1)
1,n

)
2

((
µ
(r+1)
1,n

)
2

)>))
−

− 2
((
µ
(r+1)
1,n

)
2

)> (
ΩV
n

)−1
νVn +

(
νVn
)> (

ΩV
n

)−1
νVn

Finally,

QνPn ,ΩPn ,νVn ,ΩVn =

− ln 2πD/2 +
N∑
n=1

[
1

2
ln
∣∣∣(ΩP

n

)−1∣∣∣+
1

2

[
2
((
µ
(r+1)
1,n

)
1

)> (
ΩP
n

)−1
νPn+

+
(
νPn
)> (

ΩP
n

)−1
νPn − tr

((
ΩP
n

)−1((
Ψ

(r+1)
1,n

)
11

+
(
µ
(r+1)
1,n

)
1

((
µ
(r+1)
1,n

)
1

)>))]
+

+
1

2
ln
∣∣∣(ΩV

n

)−1∣∣∣− 1

2

[
tr
((

ΩV
n

)−1((
Ψ

(r+1)
1,n

)
22

+
(
µ
(r+1)
1,n

)
2

((
µ
(r+1)
1,n

)
2

)>))
−

−2
((
µ
(r+1)
1,n

)
2

)> (
ΩV
n

)−1
νVn +

(
νVn
)> (

ΩV
n

)−1
νVn

]]
(C.29)

To compute
(
νPn ,Ω

P
n ,ν

V
n ,Ω

V
n

)
, we set the derivative of C.29 with respect

to each of the parameters to zero and after rearranging, we obtain the following

formulas:

∂QνPn ,ΩPn ,νVn ,ΩVn
∂νPn

= −2
(
ΩP
n

)−1 (
µ
(r+1)
1,n

)
1

+ 2
(
ΩP
n

)−1
νPn = 0
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νPn =
(
µ
(r+1)
1,n

)
1

(C.30)

∂QνPn ,ΩPn ,νVn ,ΩVn
∂(ΩP

n )−1
=
ΩP
n

2
− 1

2

[(
Ψ

(r+1)
1,n

)
11

+
(
µ
(r+1)
1,n

)
1

((
µ
(r+1)
1,n

)
1

)>
−

−2
(
µ
(r+1)
1,n

)
1

(
νPn
)
>+ νPn

(
νPn
)
>
]

=0

ΩP
n =

(
Ψ

(r+1)
1,n

)
11

+
(
µ
(r+1)
1,n

)
1

((
µ
(r+1)
1,n

)
1

)>
−

−2
(
µ
(r+1)
1,n

)
1

(
νPn
)>

+ νPn
(
νPn
)>

(C.30)
=

(
Ψ

(r+1)
1,n

)
11

(C.31)

∂QνPn ,ΩPn ,νVn ,ΩVn
∂νVn

= −2
(
ΩV
n

)−1 (
µ
(r+1)
1,n

)
2

+ 2
(
ΩV
n

)−1
νVn = 0

νVn =
(
µ
(r+1)
1,n

)
2

(C.32)

∂QνPn ,ΩPn ,νVn ,ΩVn
∂(ΩV

n )−1
=
ΩV
n

2
− 1

2

[(
Ψ

(r+1)
1,n

)
22

+
(
µ
(r+1)
1,n

)
2

((
µ
(r+1)
1,n

)
2

)>
−

−2
(
µ
(r+1)
1,n

)
2

(
νVn
)
>+ νVn

(
νVn
)
>
]

=0

ΩV
n =

(
Ψ

(r+1)
1,n

)
22

+
(
µ
(r+1)
1,n

)
2

((
µ
(r+1)
1,n

)
2

)>
−

−2
(
µ
(r+1)
1,n

)
2

(
νVn
)
>+ νVn

(
νVn
)
>

(C.32)
=

(
Ψ

(r+1)
1,n

)
22

(C.33)
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Appendix D

Inverting the model’s parameter

Λ

In chapter 3, we defined the source positions and velocities by modelling them

as Gaussian distributions. Besides, we combined the two normals into only one

defining the covariance matrix Λ.

Since Λ−1 is a block matrix, we use the following formulas from [Petersen and

Pedersen, 2012] A11 A12

A21 A22

−1 =

 C−11 −A−111 A12C−12

−C−12 A21A−111 C−12


with

C1 = A11 − A12A−122 A21

C2 = A22 − A21A−111 A12

So, as far as concerned our covariance:

Λ−1 =

 Σ−1S −Σ−1S
−Σ−1S Σ−1S + Σ−1V


⇓



Λ =

 C−11 ΣSΣ
−1
S C−12

C−12 Σ−1S ΣS C−12

 =

 C−11 C−12

C−12 C−12


with

C1 = Σ−1S −Σ−1S
(
Σ−1S + Σ−1V

)−1
Σ−1S = (ΣS + ΣV )−1

C2 =
(
Σ−1S + Σ−1V

)−1 −Σ−1S ΣSΣ
−1
S = Σ−1V

Finally,

⇒ Λ =

ΣS + ΣV ΣV

ΣV ΣV

 (D.1)

Now, we check the inverse:

Λ−1Λ =

 Σ−1S −Σ−1S
−Σ−1S Σ−1S + Σ−1V

ΣS + ΣV ΣV

ΣV ΣV


=

 I + Σ−1S ΣV −Σ−1S ΣV Σ−1S ΣV −Σ−1S ΣV

−I−Σ−1S ΣV + Σ−1S ΣV + I I


=

I 0

0 I


= I

(D.2)
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Appendix E

Kalman equations

Here, we relate equations for Linear Dynamical Systems in [Bishop, 2006] to our

equations defined in the EM algorithm.

In general, LDS provides equations for parameters that are well-known as Kalman

filter and Kalman smoother. In other words, in the E-step we derived a formulation

that includes a forward and backward recursion. Each of them is related to Kalman

filter and Kalman smoother respectively.

Kalman Filter

Starting from the forward recursion, we have reported from Bishop’s book:

P n−1 = AV n−1A
> + Γ

µn = Aµn−1 +K
(
xn −CAµn−1

)
V n = (I−KnC)P n−1

with the Kalman gain matrix defined as following:

Kn = P n−1C
>
(
CP n−1C

> + Σ
)−1



From V n to Ψφ
tn In our case, we assumed

A = C = I, Γ = Λn, Σ = Ψι
tn, P n−1 = Ψφ

t−1n + Λn

Substituting,

Kn = P n−1 (P n−1 + Ψι
tn)−1

and

V n = (I−KnC)P n−1

=
[
I− P n−1 (P n−1 + Ψι

tn)−1
]
P n−1

= P n−1 − P n−1 (P n−1 + Ψι
tn)−1P n−1

=
(
P−1n−1 + (Ψι

tn)−1
)−1

=

(
(Ψι

tn)−1 +
(
Ψφ
t−1n + Λn

)−1)−1
= Ψφ

tn

⇒
(
Ψφ
tn

)−1
= (Ψι

tn)−1 +
(
Ψφ
t−1n + Λn

)−1
where we used the Woodbury identity from 3rd to 4th steps

(
A+BD−1C

)−1
= A−1 −A−1B

(
D +CA−1B

)−1
CA−1

From µn to µφtn Besides the previous assumption, as well we now add

xn = µιtn
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and so

µn = Aµn−1 +K
(
xn −CAµn−1

)
= µn−1 + P n−1 (P n−1 + Ψι

tn)−1
(
µιtn − µn−1

)
= µn−1 + P n−1 (P n−1 + Ψι

tn)−1µιtn − P n−1 (P n−1 + Ψι
tn)−1µn−1

=
[
I− P n−1 (P n−1 + Ψι

tn)−1
]
µn−1 + P n−1 (P n−1 + Ψι

tn)−1µιtn

=

[(
P−1n−1 + (Ψι

tn)−1
)−1

P−1n−1

]
µn−1 + P n−1 (P n−1 + Ψι

tn)−1µιtn

=
(

(Ψι
tn)−1 + P−1n−1

)−1
P−1n−1µn−1 +

[
I−

(
(Ψι

tn)−1 + P−1n−1

)−1
P−1n−1

]
µιtn

=
(

(Ψι
tn)−1 + P−1n−1

)−1
P−1n−1µn−1 +

(
(Ψι

tn)−1 + P−1n−1

)−1
×

×
[
(Ψι

tn)−1 + P−1n−1 − P
−1
n−1

]
µιtn

=

(
(Ψι

tn)−1 +
(
Ψφ
t−1n + Λn

)−1)−1 [(
Ψφ
t−1n + Λn

)−1
µn−1 + (Ψι

tn)−1µιtn

]
= Ψφ

tn

[(
Ψφ
t−1n + Λn

)−1
µn−1 + (Ψι

tn)−1µιtn

]
= µφtn

and the Woodbury identity is used again.

Kalman Smoother

If

A = C = I, Γ = Λn, V n = Ψφ
tn

V̂ t =
(

(Ψφ
tn)−1 + (Ψβ

tn)−1
)−1

we the smoother relationship:

V̂ t = V t + V tP
−1
t

(
V̂ t+1 − P t

)
P−1t V t

= V t − V t (V t + Ωt)
−1 V t

=
(
V −1t + Ω−1t

)−1
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We went to know under which condition V̂ t+1 =
(

(Ψφ
t+1n)−1 + (Ψβ

t+1n)−1
)−1

implies.

V̂ t =
(

(Ψφ
tn)−1 + (Ψβ

tn)−1
)−1

: (equivalently)

V̂ t+1 =
(

(Ψφ
t+1n)−1 + (Ψβ

t+1n)−1
)−1

⇒ Ωt = Ψβ
tn

Let us impose:

(V t + Ωt)
−1 = −P−1t

(
V̂ t+1 − P t

)
P−1t ⇔

⇒ V t + Ωt = −P t

(
V̂ t+1 − P t

)−1
P−1t

= P t

(
P t − V̂ t+1

)−1
P t (Woodboury Identity)

= P t

(
P−1t − P

−1
t

(
P−1t − V̂

−1
t+1

)−1
P−1t

)
P t

= P t −
(
P−1t − V̂

−1
t+1

)
Notice that:

P t = V t + Γ = Ψφ
tn + Λn
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and

V̂ −1t+1 =
(
Ψφ
t+1n

)−1
+
(
Ψβ
t+1n

)−1
(Forward relation)

=
(
Ψι
t+1n

)−1
+
(
Ψφ
tn + Λn

)−1
+
(
Ψβ
t+1n

)−1

⇒ P−1t − V̂
−1
t+1 =

(
Ψφ
tn + Λn

)−1
−
[(
Ψι
t+1n

)−1
+
(
Ψφ
tn + Λn

)−1
+
(
Ψβ
t+1n

)−1]
= −

[(
Ψι
t+1n

)−1
+
(
Ψβ
t+1n

)−1]

⇔ V t + Ωt = P t −
(
P−1t − V̂

−1
t+1

)
= Ψφ

tn + Λn −
(
−
[(
Ψι
t+1n

)−1
+
(
Ψβ
t+1n

)−1])−1

⇔ Ωt = Λn +

[(
Ψι
t+1n

)−1
+
(
Ψβ
t+1n

)−1]−1
which is our exact backward recursion.

Relationship between learning LDS and M-step

In our model, we defined and derived formulas for model parameters in the M-step

of EM algorithm. The same happens in linear dynamical systems, especially in the

learning part, as Bishop shows in his book.

Again, we report here formulas from the book

E {zn} = µ̂n

E
{
znz

>
n−1

}
= Jn−1V̂ n + µ̂nµ̂

>
n−1

E
{
zn−1z

>
n

}
= E

{
znz

>
n−1

}>
= V̂ nJn−1 + µ̂n−1µ̂

>
n

E
{
znz

>
n

}
= V̂ n + µ̂nµ̂

>
n
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and

µnew0 = E {z1}

V new
0 = E

{
z1z

>
1

}
− E {z1}E

{
z>1

}
Σnew =

1

N

N∑
n=1

[
xnx

>
n − E {zn}x>n − xnE

{
z>n

}
+ E

{
znz

>
n

}]
Γnew =

1

N − 1

N∑
n+2

[
E
{
znz

>
n

}
− E

{
zn−1z

>
n

}
− E

{
znz

>
n−1

}
+E

{
zn−1z

>
n−1

}]
where we skipped the parameters Anew and Cnew because they are not necessary

for our model.

From (µnew0 ,V new
0 ) to (νn,Ωn) These parameters refer to initial time of the

temporal order model, which is identified by the set of latent variables S in our

model. So, it is quite straightforward to relate the notations.

µnew0 = E {z1} = µ̂1 = µ
(r+1)

1n = νn

V new
0 = E

{
z1z

>
1

}
− E {z1}E

{
z>1

}
= V̂ 1 + µ̂1µ̂

>
1 − µ̂1µ̂

>
1

= Ψ1n + νnν
>
n − νnν>n = Ψ1n = Ωn

From Σnew to Σn As our observations depend on more than one latent variable,

precisely on two variables, the parameter Σn is a bit more complex with a variable

depending on the second hidden variable. However, all other part of the formula

correspond with the one provided from Bishop’s book.

We assumed

xn = f tk, µ̂n = µtn, V̂ n = Ψtn
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So,

Σnew =
1

N

N∑
n=1

[
xnx

>
n − E {zn}x>n − xnE

{
z>n

}
+ E

{
znz

>
n

}]
=

1

N

N∑
n=1

[
xnx

>
n − µ̂nx>n − xnµ̂>n + V̂ n + µ̂nµ̂

>
n

]
=

1

N

N∑
n=1

[
V̂ n + xnx

>
n − µ̂nx>n − xnµ̂>n + µ̂nµ̂

>
n

]

⇒

T,Kt∑
t,k=1

ηktn

(
Ψtn + f tkf

>
tk − µtnf>tk − f tkµ>tn + µtnµ

>
tn

)
T,Kt∑
t,k=1

ηktn

=

T,Kt∑
t,k=1

ηktn

[
Ψtn + (µtn − f tk) (µtn − f tk)

>
]

T,Kt∑
t,k=1

ηktn

= Σn
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